
Adolescent brain development
A longitudinal twin study into structural brain development and its  

relation to hormone levels and intelligence

Marinka Koenis



Reading committee: Prof. dr.  M.J.N.L. Benders
Prof. dr. S. Durston
Prof. dr. W. Cahn
Prof. dr. C. Kemner
Prof. dr. M. Bartels

Studies described in this thesis were performed at the Brain Center Rudolf Magnus, Depart-
ment of Psychiatry, University Medical Center Utrecht, Utrecht, the Netherlands &  the De-
partment of Biological Psychology at the VU University Amsterdam, the Netherlands.

Research in this thesis was supported by the Netherlands Organization for Scientific Re-
search Grants NWO433-09-220 (to H.E.H.P.), NWO 51.02.060 (to H.E.H.P.), 668.772 (to 
D.I.B.); NWOMagW480-04-004 (to D.I.B.); and NWO/SPI 56-464-14192 (to D.I.B.); the Euro-
pean Research Council Grant ERC-230374 (to D.I.B.).

ISBN 978-94-6299-623-6

Printing Ridderprint BV, the Netherlands
Cover design Marinka Koenis
Cover art James Jardine, Ridderprint BV & Jeannette Koenis
Layout Marinka Koenis & Jeannette Koenis 

Copyright © Marinka Koenis 2017 

This thesis is printed on FSC and EU Ecolabel certified paper.

No part of this publication may be reproduced in any form without written permission of the 
author or, when appropriate, the publishers of the papers.



Adolescent brain development
A longitudinal twin study into structural brain development and its  
relation to hormone levels and intelligence

Hersenontwikkeling tijdens adolescentie
Een longitudinale tweeling studie naar de ontwikkeling van hersenstructuur   

en de relatie met hormoonspiegels en intelligentie  
(met een samenvatting in het Nederlands)

Proefschrift

ter verkrijging van de graad van doctor aan de Universiteit Utrecht op gezag van de 
rector magnificus, prof. dr. G.J. van der Zwaan, ingevolge het besluit van het college 
voor promoties in het openbaar te verdedigen op donderdag 6 juli 2017 des middags 
te 12.45 uur

door

Maria Margaretha Geertruida Koenis

geboren op 27 maart 1986 te Opmeer



Promotors: Prof. dr. H.E. Hulshoff Pol
Prof. dr. D.I. Boomsma

Co-promotor: dr. R.M. Brouwer



CONTENTS

Chapter 1 Introduction 9

Chapter 2 Sample description and data collection of the 3rd measurement of 
the BrainSCALE study

25

Chapter 3 Longitudinal study of hormonal and physical development in young 
twins

39

Chapter 4 Longitudinal development of hormone levels and grey matter den-
sity in 9 and 12-year-old twins

61

Chapter 5 Development of the brains’ structural network efficiency in early 
adolescence: a longitudinal DTI twin study

81

Chapter 6 Association between structural brain network efficiency and intelli-
gence increases during adolescence 

109

Chapter 7 Summary & Discussion 133

Appendices 1. Invitation letter participants
2. Invitation letter parents of participants
3. Information brochure
4. Summary CNP results
5. Confirmation letter participants
6. Confirmation letter parents of participants
7. Informed consent
8. Parental consent
9. Instructions for urine & saliva collection boys
10. Instructions for urine & saliva collection girls
11. Instructions for buccal swap collection
12. Hormone collection questionnaire boys
13. Hormone collection questionnaire girls

154
155
156
158
160
161
162
163
164
165
166
167
168

Nederlandse samenvatting 171

Dankwoord 178

List of publications 180

Curriculum Vitae 182





After Forever, Emphasis (2001)
Lyrics by Floor Jansen

All the notions and thoughts
Devise a way to make it yours
The enigma of a reason 



Come join your inner wonderland
A place of all you don’t understand
Come join this labyrinth deep within
The place of all miracles of your mind

After Forever, Come (2005)
Lyrics by Floor Jansen
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GENERAL INTRODUCTION
Adolescence is defined as the ‘period following the onset of puberty during which a young 
person develops from a child into an adult’ (Oxford Dictionary). Puberty is the period during 
which a person reaches sexual maturity and becomes capable of reproduction. Thus, ado-
lescence relates to the cognitive and behavioral changes that shape a child into an adult and 
puberty to the development of secondary sexual characteristics. Combined, they describe a 
period during which major changes take place.

Although the exact mechanisms that trigger the start of puberty are not known, once 
the first nightly increases in levels of luteinizing hormone (LH) have occurred, the cascade of 
hormonal and physical changes are relatively clear and straightforward. The teenage brain 
undergoes considerable reorganization on a structural and functional level. These changes 
have been associated with cognitive and social development. Because of these changes, ado-
lescence is also a precarious period, with a number of developmental psychiatric disorders 
having their onset during this period.

Determining the process of brain development during puberty is thus not only import-
ant for understanding the individual differences in development of teenagers but will also 
for understanding the causes and consequences of developmental disorders. Both genes and 
environmental factors influence brain development. Healthy brain development and discov-
ering to which extent genetic and environmental factors influence healthy brain develop-
ment is one of the aims of the BrainSCALE project on which this dissertation is based (see 
also van Soelen et al., 2012).

The BrainSCALE project is a longitudinal study that currently encompasses three as-
sessments in a large group of twins and siblings at ages 9, 12, and 17 of the twins. Data col-
lection included IQ (intelligence quotient) tests, comprehensive neuropsychological testing 
protocol, parental and self-ratings of behavioral and emotional problems, physical develop-
ment, hormonal levels, and MRI (magnetic resonance imaging) scans of the brain. The data 
of the first assessment has been the basis of the dissertations of Marieke van Leeuwen (van 
Leeuwen, 2008) and Jiska Peper (Peper, 2008). The second assessment has been the basis of 
the dissertation of Inge van Soelen (van Soelen, 2011). This dissertation is based on the data 
of the first, second, and third measurement.

In this dissertation, I specifically examine hormonal development and how that relates 
to brain development (measured with partial volume density) and changes in gray matter 
density; and white matter connectivity and how that relates to intelligence. In addition, I 
investigate to what extent genes influence these variables and their relations. This chapter 
introduces the many aspects of this study and concludes with an overview and background 
of the research questions.

HORMONAL INFLUENCES
Because the adolescent period is characterized by both major hormonal and brain changes, 
the question has risen how these two are linked. Here, I first describe the start of puberty 
and the function of the main four sex hormones LH (luteinizing hormone), FSH (follicle stim-
ulating hormone), estrogen and testosterone. Then I will give a short overview of literature 
on the relation between these hormones and the brain.

Although the exact trigger of the onset of puberty is still unknown, the steps of the reac-
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tivation of the HPG-axis (hypothalamic-pituitary-gonadal-axis) are clear (review by Marceau 
et al., 2015). It is a reactivation because the HPG axis is also active in the perinatal period. 
Once the hypothalamus starts to excrete gonadotropin-releasing hormone (GnRH), this hor-
mone in turn signals the pituitary gland to secrete nightly surges of the gonadotropins LH 
and FSH. The nightly LH surges occur 1-2 year before the onset of secondary sexual char-
acteristics. LH and FSH stimulate the gonads (testes in boys, ovaries in girls) to produce 
testosterone (by the Leydig cells in testes) and estradiol (by the ovaries). Testosterone and 
estradiol are present in both boys and girls due to conversion of androgens (produced by the 
adrenal gland and gonads) and cholesterol.  

Sex hormones are required for the onset of secondary sexual characteristics such as 
pubic hair development, breast development, penis and testes enlargement, and onset of 
menstruation (menarche). These physical changes occur 1-2 years earlier in girls (typically 
around age 10-11) than in boys (typically around age 11-12) (Marshall and Tanner, 1969; 
Marshall and Tanner, 1970; Mul et al., 2001). Behavioral changes like increased sexual drive 
and risk taking during puberty have been suggested to be linked to increased hormone lev-
els (Braams et al., 2015; Op de Macks et al., 2016; Schulz and Sisk, 2016). Sex steroid (tes-
tosterone and estrogen) receptors are present in many regions of the brain and mounting 
evidence indicates a relation between steroid hormones and spatial problem solving, verbal 
abilities, aggression, motor activity, learning and memory and affect regulation (see reviews 
by Hara et al., 2015; McEwen and Alves, 1999). Therefore, the rise in hormone levels during 
puberty may be related to behavioral changes and to brain development.

THE ADOLESCENT BRAIN
Puberty is not only a period of considerable changes in hormone levels and physical appear-
ance, but also of dynamic changes in the brain. On a global scale, the major developmental 
changes in the teenage brain are a profound decrease in gray matter volume (the neuronal 
cell bodies) and a continuous increase in white matter volume (the axonal fiber connections 
between the cells). Gray matter volume peaks between the ages 8-16 – depending on the re-
gion – after which it decreases (Giedd et al., 1999; Gogtay et al., 2004; Raznahan et al., 2011b; 
Wierenga et al., 2014). White matter volume (Hedman et al., 2012) continues to increase  
approximately age 45; and white matter integrity until approximately age 35 (Lebel et al., 
2012; Yap et al., 2013). In addition to these global dynamics, the developmental progression 
differs across brain regions. Thus, increases and decreases in gray matter volume take place 
at the same time, along with an increase in white matter volume, which is also not uniform 
over the brain. Furthermore, peak volume of gray matter is reached 1-2 years earlier in girls 
than in boys (Giedd et al., 1999; Raznahan et al., 2011a), echoing the onset of puberty (Mul 
et al., 2001). 

The dynamic changes in the brain are considered to be related to changes in (social) 
behavior associated with adolescence. For example, subcortical and cortical regions develop 
at a different age (Sowell et al., 1999), resulting in a (functional) imbalance that is further 
enhanced by immature network of connections between subcortical, limbic, and prefron-
tal brain regions. The imbalance between partly mature, partly immature brain regions is 
thought to be the cause of teenage impulsivity and reward-biased behavior (Casey, 2015; 
Crone and Dahl, 2012; Somerville et al., 2010).
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The considerable reorganization of the brain also makes the teenage period sensitive 
to developmental perturbations that could lead to increased risk of onset of psychiatric dis-
eases such as schizophrenia, anxiety and mood disorders, eating disorders, and substance 
abuse (Insel, 2010; Paus et al., 2008). It is therefore important to study typical development 
of the teenage brain; one of the main aims of the BrainSCALE study. My specific focus lies on 
the network of connections in the brain: how do they develop during this dynamic period?

BRAIN IMAGING
In this thesis, the developing teenage brain was studied with brain images acquired with a 
Magnetic Resonance Imaging (MRI) scanner. With an MRI scanner, detailed images of the 
gray and white matter can be obtained as well as microstructural properties of white matter 
and brain activity during rest or a task. An MRI scanner consists of a strong magnet and uses 
the tiny magnetic property of protons (specifically those of hydrogen atoms) to image the 
inside of the body. This small magnetic field is called the nuclear spin. In the MRI scanner, 
the protons have the tendency to align with the magnetic field created by the magnet.  When 
making an image, an electromagnetic pulse, the radio frequency (RF) pulse, is given to ex-
cite the protons away from their equilibrium (or ‘ground’) state. When the RF pulse stops, 
the protons want to align back with the magnetic field. After a certain time, the protons fall 
back to their equilibrium state (this is called relaxation). As the protons fall back, they emit 
an RF pulse that is recorded by the receiving coil. The contrast between different tissues is 
determined by the rate at which excited protons return to the equilibrium state. This gives 
the well-known gray-scale pictures of the brain; the T1-weighted image. In this image, we 
can differentiate between gray matter, white matter and cerebral spinal fluid.

Brain volumes and densities
An MRI image is a three-dimensional picture that consists of voxels. A voxel is a volume 
element that can be describes as a three-dimensional pixel. Each voxel has a signal intensity 
value that can be used to separate gray matter, white matter and cerebrospinal fluid. By 
counting the number of voxels containing a specific tissue type (taking the size of the voxels 
and partial voluming (Brouwer et al., 2010) into consideration) the volume of the total brain, 
gray matter, white matter and cerebrospinal fluid can be determined. To study group differ-
ences in the brain at a local level, voxel-based morphometry (VBM; Ashburner and Friston, 
2000) can be used to perform a voxel-by-voxel comparison.

Diffusion Tensor Imaging
The microstructure of white matter can be (indirectly) measured with Diffusion Tensor Im-
aging (DTI). The basis of DTI is the random motion of water molecules. If water molecules 
are given free reign, they move randomly (Brownian motion) but roughly evenly in all direc-
tions. This is called isotropic diffusion (from Greek isos, “equal”, and tropos, “way”), which 
indicates that movement of water molecules is equal in all directions. However, when the 
diffusion is more restricted in one direction than the other (typically in white matter fiber 
bundles where water molecules move more easily along the axons that form the bundle than 
across the bundle) the diffusion profile of the water molecules is anisotropic. This preferred 
movement of water molecules along the axons can inform us of the direction of the white 
matter bundle.
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Fractional anisotropy (FA) is a frequently used scalar measure that reflects the level of 
anisotropy of the diffusion profile and ranges from 0 (isotropic diffusion) to 1 (completely 
anisotropic diffusion). In white matter, various elements contribute to the shape of the dif-
fusion profile including alignment and packing density of the axons, axonal diameter, and 
myelination (for more detail, see Beaulieu, 2002). As such, FA is often considered as an index 
of white matter integrity. 

White matter pathways
The brain is an interconnected system with different functions that run in parallel and re-
gions that continuously communicate with each other through white matter bundles. The 
quality of a white matter bundle that connects two regions can be assessed with FA, or 
streamline-count. Streamline-count refers to the number of ‘lines’ that can be reconstructed 
between two regions. Although it may appear as if the number of streamlines is a proxy for 
the number of axonal connections, it has no direct physiological meaning and cannot be 
interpreted as such. Because FA is used as a guide for the reconstruction process of stream-
lines, streamline count is also related to density of fiber tracts, alignment of the fibers, axonal 
diameter, and myelination. However, streamline count is more affected by length, curvature 
and branching of white matter bundles (Jones et al., 2013). 

FA increases during the whole period of development (from birth to ~ 35 yr; Lebel et 
al., 2012; Yap et al., 2013). This is caused by alignment of individual axons, their packing 
density and myelination, all of which are thought to promote the efficacy of neural com-
munication and increase FA (Paus, 2010). Because white matter bundles do not all mature 
at the same time (Lebel and Beaulieu, 2011; Schmithorst and Yuan, 2010; Wierenga et al., 
2016) and because the white matter network is important for integration and processing of 
information, a network approach to the development of white matter bundles was used in 
this thesis.

The brain as a network
To study the network of all connections and determine the communication efficiency of the 
white matter network as a whole, we used graph theory. When one views the brain as a 
network (on a macroscale), brain regions can be denoted as vertices or nodes, and the con-
nections between the brain regions (the white matter bundles in our case) as edges. With 
mathematics, one can describe properties of this network, like information transfer on a 
local scale and on a global scale. 

Earlier studies (Achard and Bullmore, 2007; van den Heuvel et al., 2008) have shown 
that the brain can be described as a small world network. This term has been coined by 
(Watts and Strogatz, 1998). In their study, they showed that if you randomly rewire only 
a few edges of a regular or lattice-like network, you get a network that has good neigh-
bor-to-neighbor communication, but also good long distance communication due to those 
few long edges. Neighbor to neighbor communication is called local efficiency; it reflects how 
well information can travel in the direct neighborhood of a node, and is often interpreted as 
a measurement of the local information processing capacity of a network. Global efficiency 
is a network characteristic that quantifies how easy information can be exchanged over the 
entire network, providing information on the communication efficiency of a network as a 
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whole (Bullmore and Sporns, 2012; van den Heuvel and Hulshoff Pol, 2010). Many more 
mathematical descriptions of a network configuration, or topology, have been developed. In 
this dissertation, we use these two basic definitions (see Figure 1.1).

Network characteristics can be computed from binary networks, where either an edge 
is present or not, or on weighted networks, where the strength of each edge or connection 
is taken into account. Here, FA or streamline-count are used as edge-weights. In this way, all 
the information on connection strength is included in the computations.

INTELLIGENCE
Despite the fact that many people would agree that they understand what intelligence is, 
to find one concluding definition has been proven to be difficult. A definition that is often 
used is the following: “Intelligence is a very general capability that, among other things, 
involves the ability to reason, plan, solve problems, think abstractly, comprehend complex 
ideas, learn quickly and learn from experience. It is not merely book learning, a narrow ac-
ademic skill, or test-taking smarts. Rather, it reflects a broader and deeper capability for 
comprehending our surroundings—‘catching on’, ‘making sense’ of things, or ‘figuring out’ 
what to do.” (Gottfredson, 1997). 

Intelligence is often measured with the Wechsler Intelligence Scale for Children be-
tween the ages 6 through 17 years; in adults between 16 and 85 years, the Wechsler Adult 
Intelligence Scale is often used. The raw scores on these tasks are translated to a normalized 
intelligence quotient (IQ) based on somebody’s age. This means that an individual’s score 
is compared to the score of the same age group. For each age group, mean IQ is set to 100 
with a standard deviation of 15 IQ points. The age groups for children have a smaller range 
(3 months to a year) than the age groups for adults (roughly 10 years). 

In the BrainSCALE study, IQ has been tested with the Wechsler intelligence scales at all 
three waves. These tests include several aspects of cognitive functioning, like vocabulary, 

Figure 1.1 – In this example, the network consists of 5 nodes (A through E). The global efficiency of the 
network is mean of the inverse of the distance between each pair of nodes. Distance is computed as the 
shortest paths. As an example, the shortest path from A to E is via C (indicated in green). Local efficiency 
of node A is the efficiency of the network NA, which contains only the direct neighbors of A, without A 
itself; thus B, C and D (colored green). Efficiency is then computed as the mean of the inverse distance 
between all pairs of nodes in the network NA. The paths between the nodes of NA are colored green.
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(verbal & nonverbal) reasoning and spatial ability. Scores on these subtests are positively 
correlated as a ‘general intelligence’ factor influences all these cognitive domains (Figure 
1 from Deary et al., 2010). This was already discovered in the early 1900s by Spearman 
(Spearman, 1904).

Intelligence and the brain
Can we identify where in the brain intelligence is ‘seated’ and how differences in intellectual 
capacity come about? In the late nineteenth and early twentieth century, it was found that 
people with a larger head circumference had a higher mental ability (see overview in Rush-
ton and Ankney, 2009). Nowadays, brain size still has one of the strongest correlations with 
intelligence (r=0.33, meta-analysis by McDaniel, 2005, see also review Rushton and Ankney, 
2009). This relation is explained by genetic factors that influence both IQ and total brain 
volume (Posthuma et al., 2002), and local brain volumes (Bohlken et al., 2016; Hulshoff Pol 
et al., 2006). Many studies focus on the search for regions related to specific cognitive func-
tions. Concerning general intelligence, a detailed review has been written by Jung and Haier 
(2007). They found that often the same regions were correlated with intelligence, because 
either of increased volume, activity, or connections between the regions. These regions are 
located all over the brain; frontal, parietal, temporal and occipital regions, therefore, their 
conclusion was that a network of regions is implicated in intelligence. More specifically, 
these brain regions work together to achieve mental performances, hence they coined the 
term P-FIT, the Parieto-Frontal Integration Theory. Consequently, people with a more effi-
ciently wired brain – based on either functional (Bassett et al., 2009; van den Heuvel et al., 
2009; Langer et al., 2012) or structural imaging (Li et al., 2009; Wen et al., 2011) – are often 
found to be more intelligent.

However, those studies have been performed in adults; it is not known what the rela-
tion between IQ and the brain network is in children and adolescents. Adolescence is a pe-
riod of major brain reorganization and several studies have shown that brain development 
during this period is related to intellectual abilities (Brouwer et al., 2014; Schnack et al., 
2015; Shaw et al., 2006; Tamnes et al., 2010). As such, the brain areas and networks related 
to IQ may also be a work in progress. In addition, although the functional network of the 
brain is influenced by genetic factors in children (van den Heuvel et al., 2013) and structural 
and functional network topology adults (Bohlken et al., 2014; Fornito et al., 2011; Jahanshad 
et al., 2012), it is not known whether the relative contribution of genetic and environmental 
factors on the topology of the white matter network changes during development. Besides, 
during childhood and adolescent development, intelligence becomes more influenced by 
genes and relatively less by environmental factors (see review Deary et al., 2009). These 
changes in relative influences of genes and environment to IQ may be related to the relation 
between IQ and brain changes (Brouwer et al., 2014; Tamnes et al., 2010). With our extend-
ed twin design (see next paragraph), we are also able to shine a light on these questions.

STUDYING TWINS 
Variation in intelligence (and many other traits) is partly due to differences in DNA se-
quence; the genetic information. In many studies, the twin model is applied to determine 
to what extent a trait of interest is influenced by genetic or environmental factors. This is 
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because of the unique feature that identical (or monozygotic, from one fertilized egg; MZ) 
twins share (nearly always) 100% of their DNA, they are thus genetically the same. Fraternal 
(dizygotic, from two fertilized eggs; DZ) twins share on average 50% of their segregating 
genes, like other full siblings. Both MZ and DZ twins share a part of their environment, not 
only after they are born (same household and neighborhood), but also prenatally as they 
share the womb. Beside genetic and common environmental factors, the unique environ-
ment of an individual (like friends and sports that they do not share with their co-twin) can 
also contribute to the variation in a trait. 

These three factors form the basis of the classical twin design to disentangle the rel-
ative contribution of genetic factors, common environmental factors and unique environ-
mental factors to the total variance in a trait. When MZ twins are more similar (i.e., higher 
correlation between the two members of a twin pair) with respect to a trait – for example 
height – than DZ twins, this indicates that genes play an important role in this trait. Heri-
tability is then defined as the proportion of the total variance of a trait that is explained by 
genetic factors. When MZ twins are equally similar as DZ twins, or in other words, the MZ 
and DZ twin correlations are roughly equal but larger than zero, the common environment is 
the important contributing factor. When neither MZ nor DZ twins look alike, the unique en-
vironment (and measurement error) mainly influences the trait. In general, genetic effects 
and common and unique environmental effects all contribute to any trait, albeit in different 
proportions.

In this example, the genetic effects are due to additive genetic effects. When a correla-
tion between MZ twins that is more than twice the correlation of DZ twins, this hints at 
non-additive genetic effects. This is because on average only 25% of non-additive genetic ef-
fects are shared between DZ twins (compared to the 50% of additive genetic effects), where-
as MZ twins share 100% of their non-additive genetic effects. 

What are these genetic effects? Everybody has two copies of a gene (called alleles): one 
from the biological mother, one from the biological father. Some alleles are monomorphic 
(all alleles are the same) and some alleles are polymorphic and can contribute to phenotypic 
variation in the population. When the effects of both alleles across all loci that contribute 
to a trait add up, these effects are called additive effects. Non-additive effects can be due to 
genetic dominance or epistasis. Dominance effects refer to interaction between alleles at 
the same locus and epistasis refers to interactions of genes across loci. In human data, these 
effects are often grouped together as non-additive genetic effects.  

For traits that showed evidence for non-additive genetic effects, we estimated the nar-
row-sense heritability (proportion of the total variance that is explained by additive genet-
ic influences) and the broad-sense heritability (proportion of the total variance that is ex-
plained by all genetic influences). 

In addition to estimating genetic and environmental influences on one trait, bivariate 
or multivariate twin data can also be analyzed to estimate the genetic correlation between 
two (or more) different traits. A genetic correlation, or bivariate heritability, reflects the 
genetic effects on traits that are correlated. An indication for a high genetic correlation is 
obtained when for MZ twins, trait A of twin 1 better explains trait B of twin 2 than for DZ 
twins. In other words, when the cross-trait cross-twin correlations are higher for MZ twins 
than for DZ twins. An example is the relation between brain volume and IQ: this correlation 
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is in part due to the same genetic factor that influences both brain volume and IQ (Posthuma 
et al., 2002). 

OUTLINE OF THIS THESIS
This thesis captures several aspects of teenage brain development and is part of the Brain-
SCALE project that was started in 2004. Healthy 9-year old twins and their older siblings had 
their IQ tested, brains scanned, hormones sampled, and more. This was repeated three years 
later when the twins were 12 years old. Chapter 2 provides a description of the participants 
and data collection of the third measurement (when the twins were 17 years) that took 
place between October 2012 and December 2013. Results from the third measurement are 
also reported in the dissertation of Suzanne Swagerman (Swagerman, 2016).

Since hormonal changes are the beginning of puberty, Chapter 3 explores reproductive 
hormone levels and their relation to secondary sexual characteristics in 9 and 12 year old 
twins. At the time of writing chapter 3, surprisingly little was known about normative hor-
mone levels during early adolescence. Besides, because reproductive hormones regulate im-
portant changes during puberty, an interesting and important factor of pubertal increases in 
hormone levels is how genes or environmental factors influence hormone levels during this 
period of rapid changes. There are some studies that report on the heritability of reproduc-
tive hormones in prepubertal boys (Wang et al., 2004), and testosterone in teenagers (Harris 
et al., 1998; Hoekstra et al., 2006), but there are no reports of the heritability of LH, FSH, and 
estrogen. In addition to normative hormone levels and their heritability, the relation be-
tween hormone levels and secondary sexual characteristics (at the same age and three years 
later), the presence of a genetic correlation between hormone levels and secondary sexual 
characteristics (at the same age and three years later) is also explored. 

The next question that is addressed, is the relation between hormone levels and brain 
development. This is explored in Chapter 4. Although many studies show a relation be-
tween reproductive hormone levels and brain structure during adolescence (Bramen et al., 
2011; Bramen et al., 2012; Herting et al., 2012; Herting et al., 2014; Koolschijn et al., 2014; 
Neufang et al., 2009; Nguyen et al., 2013a; Nguyen et al., 2013b; Peper et al., 2008; Peper 
et al., 2009; Perrin et al., 2008); see also reviews by (Ladouceur et al., 2012; Peper et al., 
2011a; Peper et al., 2011b; Sisk and Zehr, 2005), the results are not easily summarized. For 
example, associations between testosterone and regional volumes are reported for different 
brain regions [amygdala (Herting et al., 2014; Neufang et al., 2009), hippocampus (Neufang 
et al., 2009) ACC and OFC (Koolschijn et al., 2014)]; and it is not clear whether there is a sex 
difference in the correlation between testosterone and white matter volume [correlation 
only in boys (Perrin et al., 2008), or in both sexes (Herting et al., 2014)]. A likely explanation 
for this is the rapid development of hormone levels and brain structure during this period 
of interest. Therefore, longitudinal data is an important feature to shed light on this matter. 
In this chapter, the relationship between pubertal hormones and gray matter density is ex-
plored in a genetically informative longitudinal design. 

In Chapter 5 the influence of genes on the development of white matter network con-
nectivity and its relation with intelligence are studied. Previous studies have shown that 
(large) white matter bundles show an increase in FA during adolescence (Lebel and Beau-
lieu, 2011); and review by (Schmithorst and Yuan, 2010), but not all at the same time or pace 
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(Wierenga et al., 2016). The efficiency of the white matter network changes in the first few 
decades of life (Dennis et al., 2013; Hagmann et al., 2010; Lim et al., 2015). However, these 
studies examined a broad age range and the results are not in consensus. Since adolescence 
is a dynamic period concerning brain changes, a study examining a broad age range might 
miss important developmental steps that take place during adolescence. Besides, one can 
imagine that the variation between individuals’ brains is substantially increased during ad-
olescence due to (additional) variation in pubertal timing and the rapid dynamics of changes 
in the brain. Therefore, it is noteworthy to study a small developmental window in a longitu-
dinal study to detect changes during adolescence. 

A more efficient white matter network is associated with higher intelligence levels in 
adults (Li et al., 2009) and the elderly (Wen et al., 2011), but it is not known if that relation 
is already present at early age when the brain is still developing. Because of our twin sam-
ple we are able to test if the relation between network efficiency and IQ is due to genetic or 
environmental factors that influence both traits. A genetic correlation between FA and IQ 
has been reported in young adults (Chiang et al., 2009; Chiang et al., 2011a; Chiang et al., 
2012). However, as genetic influences on FA are dependent on both age and IQ (Chiang et al., 
2011b), the genetic influences on the relation between FA-based network and IQ may also 
differ over time.

Chapter 6 studies the development of the white matter network and IQ in more depth, 
with the addition of the third measurement of BrainSCALE at age 17 of the twins. With three 
measurements, we are able to explore nonlinear developmental patterns over a relatively 
short period. In addition, we can examine how IQ influences the development of the white 
matter network. There is only one study that shows that development of FA is related to the 
level of verbal intelligence (Tamnes et al., 2010), whereas there are numerous studies that 
report that cortical thickness develops differently depending on IQ (Brans et al., 2010; Brou-
wer et al., 2014; Schnack et al., 2015; Shaw et al., 2006). In addition, the relative influences 
of genetic and environmental factors on the white matter network between ages 10 and 18 
are investigated.

All results are summarized and discussed in Chapter 7.
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INTRODUCTION
The group of twins and siblings in the BrainSCALE project forms a sample that is followed 
longitudinally since age 9 of the twins. The BrainSCALE project is a cooperation between the 
NTR (Netherlands Twin Register) and University Medical Center (UMC) Utrecht, studying 
the influences on brain and cognition throughout healthy development. Participants were 
invited for the first assessment in 2004 when the data collections started. This was around 
the 9th birthday of the twins, and over a 1.5-year period 330 children from 112 families 
participated. Between 2007-2009 the second assessment took place, this time around the 
12th birthday of the twins. In total, 261 children were willing to participate again. Details of 
the data collection at ages 9 and 12 years are described in the dissertations of Marieke van 
Leeuwen (van Leeuwen, 2008), Jiska Peper (Peper, 2008) and Inge van Soelen (van Soelen, 
2011). An overview of the project was also published in 2012 (van Soelen et al., 2012b). As 
part of projects in this thesis, twins and siblings were invited for a third assessment. The 
study was approved by the Central Committee on Research involving Human subjects of 
the Netherlands (CCMO), and research procedures were performed in accordance with the 
Declaration of Helsinki. This chapter provides the details of the third wave of data collection 
that took place in 2012 and 2013.

SAMPLE CHARACTERISTICS
All families that participated at the first assessment (n=112 families with 224 twins and 96 
siblings) were invited to participate again for the third assessment, with the exception of 3 
families who had in the meantime indicated that they did not want be approached for fol-
low-up. In total, 246 participants from 89 families agreed to participate (77% return rate). 
Reasons for not participating were: too busy with school and/or work (21), one or more 
family members did not want to participate (43), living abroad (5), or unable to reach by 
mail and phone (3). Of all individuals that did not return at the third assessment, 37 were 
only part of the first. On the other hand, 31 individuals were not part of the second wave but 
did decide to return now (see Table 2.1 for number of participants included at the neuropsy-
chological assessment and MRI scans at the three assessments). In total, a large number of 
participants have participated in all 3 assessments:  for 154 participants we have MRI scans 
and for 212 we have cognitive data on all time points. 

Participants in the third assessment consisted of 176 twins (95 female, 81 male) and 70 
siblings (44 female, 26 male) from 89 families. Twin pairs were almost equally distributed 
for zygosity: monozygotic (MZ) male (17), MZ female (22), dyzigotic (DZ) male (17), DZ fe-
male (18), DZ opposite sex (16). In two families, the twin pairs were incomplete. Twins were 
16 or 17 years old at the day of testing (mean age 16.85, SD=0.36). Mean age of the siblings 
was 19.26 (SD=1.30).
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Table 2.1 – Number of participants included in the neuropsychological  
assessment and MRI scan on 1, 2 or 3 occasions.

Assessment Neuropsychological testing MRI scan
1+2+3 212 154
1+2 47 37
1+3 31 73
2+3 2 7
Only 1 37 37
Only 2 - 1
Only 3 1 7
Total 330 316

PROCEDURES

Invitation
All participants and their parents were sent an invitation letter including a brochure (Ap-
pendices 1-3). Besides general information about the study purpose and procedure, it stated 
that participants would receive gift vouchers and compensation for travel expenses. Partic-
ipants were asked to come to the UMC Utrecht for a six-hour visit. Further, as a token of ap-
preciations, a summary of their results on a computerized tests (Appendix 4) and a printed 
image of their brain from the MRI scan would be mailed to them after the test day.

Following the invitation letter, participants were contacted by phone to inquire whether 
they had received the letter and were willing to participate. A telephone protocol was used 
that specified for each moment of contact: the date and time, what was discussed, whether 
each participant of a family was willing to  participate, when to call back (if necessary), the 
reason for not participating (if applicable), the confirmed date of the appointment, and the 
date of sending the confirmation letter including study materials. 

The twins and could participate together or make separate appointments if this was 
preferred, for example because of different school or work schedules. In addition, partici-
pants could choose to start in the morning or the afternoon, and could take part in the study 
on weekdays as well during the weekend. 

When families agreed to participate, they were sent a confirmation of the appointment 
(Appendices 5-6) and consent forms (Appendices 7-8). This confirmation letter further in-
cluded additional materials (for collection of urine, saliva and cheek swabs) and documents 
(instructions for hormone and buccal collection, MRI checklist, questionnaires, directions to 
the hospital; see Appendices 9-13).

Experimental procedures
The data collection took place in the UMCU, similar to the second assessment. At the first 
assessment, the cognitive test protocol took place at the VU University Amsterdam and the 
MRI scan and physical examinations were made at the UMCU. For a family of 3 children, the 
test day lasted approximately 6 hours (including lunch; test protocol is described in Table 
2.2). Depending on the availability of the MRI scanner and the preference of the participants, 
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the protocol for a family of 3 could be as follows:  1) morning neuropsychological tests, af-
ternoon MRI scans (9:00-15:00); or 2) afternoon MRI scans, then neuropsychological tests 
(13:00-19:00); or 3) afternoon neuropsychological tests then MRI scans (14:00-20:00). If 
participants came alone or with two persons the protocol lasted 4 or 5 hours. 

Table 2.2 – Test protocol for the third measurement.

Welcome at the UMC Utrecht

Collection of questionnaires, saliva and urine samples, cheek swabs 15 minutes
Explain procedure and sign consent forms 15 minutes

Neuropsychological test protocol

WAIS-III Intelligence test 45 minutes
Break 15 minutes
Computerized neuropsychological test battery (+ reading test) 75 minutes
Lunch break 45 minutes

Afternoon program 

MRI scan 50 minutes
Corsi task 5 minutes
Iowa Gambling task 10 minutes
One minute reading test 2 minutes
Physical examination (length, weight, blood pressure, Tanner stage) 10 minutes

The order of the afternoon program was different for each participant because of MRI scanner  
availability, and could vary depending on the length of the neuropsychological test assessment.

Changes and continuity in data collection
Compared to the data collection on the first two assessments, most conditions and instru-
ments have stayed the same on the third assessment, to the extent that this was possible. 
MRI scanners and protocols did not change, physical assessments were the same and partic-
ipants collected urine and saliva at home in the same way on two consecutive days. However, 
the cognitive assessment was adapted, so that psychometric IQ scores were now assessed 
by the test for adults and the collection of neurocognitive tests was replaced by an extensive 
computerized cognitive test battery. Details of the data collection of the third assessment 
will be described below. The main outcome variables for cognition, health and lifestyle col-
lected at the third assessment are listed in Table 2.3, including the mean and SD separately 
for twins and siblings. Basic outcome variables of the MRI scans of all three assessments are 
listed in Table 2.4.

Neuropsychological assessment

Intelligence
A selection of subtests of the Wechsler Adult Intelligence Scale – Third version (WAIS-III 
Dutch version, Wechsler, 2004) was administered (in order of administration: Vocabulary, 
Block Design, Similarities and Matrix Reasoning). Raw test scores were standardized based 
on the age of the participant. Then a correction for the number of excluded subtests was 
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performed to be able to calculate IQ scores: the sum of the standardized score of Vocabulary 
and Similarities was multiplied by 2.5 (verbal IQ), the sum of standardized scores of Block 
Design and Matrix Reasoning was multiplied by 3 (performance IQ), the sum of verbal and 
performance IQ (total IQ). On the first assessment, the entire Wechsler Intelligence Scale for 
Children – Third Version (WISC-III Dutch version, Wechsler, 2002) was administered. On the 
second assessment, 6 subtasks of the WISC were administered. Standardization of the raw 
WISC scores was based on norm tables from 2003 (Nederlands Instituut van Psychologen 
Dienstencentrum, 2003).

The Computerized Neurocognitive Battery 
The DCNB (Dutch Computerized Neurocognitive Battery) is a direct translation of the cur-
rent webbased CNB (Gur et al., 2012). It includes a total of 17 tests, resulting in measures of 
performance accuracy (the percentage or number of correct responses) and reaction time 
in 5 overall cognitive domains. These domains, their corresponding test and which cognitive 
skill they specifically measure are given in Table 2.5. For more detailed descriptions of these 
tests we refer to (Gur et al., 2010; Gur et al., 2012). Prior to the administration of each of the 
DCNB’s tests, instructions were read out loud to the participant by the administrator, after 
which participants were provided with practice trials (memory tasks and the conditional 
exclusion test excluded). These trials had to be completed successfully before the actual tri-
als started. The administrators kept track of whether participant’s test scores were valid or 
not, for example on the basis of the participant’s (lack of) motivation, the presence of dis-
tracters, or computer issues. On top of this, automated test score validation occurred upon 
upload to the Pennsylvania web servers that host the CNB. Test duration was approximately 
75 minutes.

Iowa gambling task
The Iowa gambling task measures decision making and self-regulation in a delayed reward 
task where the participant has to make decisions that may be more advantageous on either 
the short-term or the long-term (Bechara et al., 1994). Performance on this test is related to 
the damage to the frontal cortex, addiction, and risk taking behavior in adolescence (Brevers 
et al., 2013; Crone and van der Molen, 2004). Four decks of cards were presented on the 
computer screen, each with a different reward schedule. Participants had to click on a deck 
in order to receive either an award (most often) or a penalty. The magnitude of the reward 
and the penalty depended on the deck. The deck that has high reward on the short-term will 
also include high penalty, whereas the deck with low reward on the short/term includes less 
penalty, making this more advantageous on the long/term. The task started with a fictional 
$2000 and the participants were instructed to choose decks and try to earn as much money 
as they could. The task finished after 100 cards. The outcome was the total amount of money 
at the end of the task. 

Reading ability
The participants were instructed to read out loud, within one minute, as many words as 
possible from a card with 116 words. The list was adapted from the “Three Minutes Reading 
Task”, which is frequently used in the Dutch educational system (Cito, 1995).
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Table 2.4 – Main output variables (mean ± SD) of MRI scans at each of the three assessments. 

Assessment 1 Assessment 2 Assessment 3
Total brain volume (ml) 1329 ± 111 1340 ±120 1323 ± 128
Total gray matter (ml) 813 ± 67 796 ± 71 742 ± 74
Total white matter (ml) 516 ± 56 544 ± 61 581 ± 69
White matter FA 0.44 ± 0.2 0.45 ± 0.02 0.43 ± 0.03

Total number of participants with a good T1 scan at assessment 1 was 275; 184 at assessment 2, and 233 at 
assessment 3. Good quality DTI scans (for FA) was present for 264, 169, 228 participants at assessment 1, 2 
and 3 respectively.

Table 2.5 – Overview of the global cognitive functions, corresponding tests and the cognitive domain 
they measure

Cognitive Function Test name Cognitive domain measured
Executive-control Continuous Performance Test attention

Letter N-Back Test working memory
Conditional Exclusion Test abstraction and mental flexibility

Episodic memory Face Memory Test face memory
Word Memory Test verbal memory
Visual Object Learning Test spatial memory

Complex cognition Matrix Reasoning Test nonverbal reasoning
Verbal Reasoning Test language reasoning
Line Orientation Test spatial ability

Social cognition Emotion Identification Test emotion identification
Emotion Differentiation Test emotion differentiation
Age Differentiation Test age differentiation

Sensorimotor speed Motor Praxis Task sensorimotor speed
Finger Tapping Test motor speed

Behavioral data and lifestyle information

Questionnaires
Twins, siblings and their parents, were asked to fill in standardized questionnaires. Partic-
ipants filled in the Dutch Health and Behavior Questionnaire, which includes questions on 
emotional and behavior problems (Youth Self-Report; Achenbach, 1991), well-being, life-
style, exercise behavior, sedentary behavior, education, and family functioning (van Beijster-
veldt et al., 2013). Parents were asked to fill in the Adult Self-Report (ASR; Achenbach and 
Rescorla, 2003) about themselves (fathers 80, mothers 88), and the Child Behavior Checklist 
(CBCL; Achenbach and Rescorla, 2001) about their children. We received 241 surveys from 
the participants and 243 from their parents.
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Education
Participants were asked about their own educational background, as well as that of their 
parents. Level of education was defined as the sum of years involved in elementary, second-
ary and higher education if the educational curriculum (per year) was completed. 

Medication
Participants were asked to bring with them any packages of medication they used at the 
moment of testing, or very recently had used. Medication use was rare and complete infor-
mation was not always provided by the participants. Concerning use of contraceptive pills, 
girls were asked to mention the brand of the pill on the questionnaire about urine collection 
(see Appendix 13). 

Smoking behavior
At the start of the testing day, participants were individually (in private) asked about their 
current or previous smoking behavior. When they mentioned they had smoked or were still 
smoking, the researcher asked for the exact age of initiation (as close as possible), frequency 
of smoking and the age of quitting.

Physical examination and DNA and hormone sample collection

Length and weight
Participants were asked to take off their shoes before body height and weight were mea-
sured.

Blood pressure 
Blood pressure and heart rate were measured in a sitting position with an Omron automatic 
blood pressure monitoring device. The cuff was attached to the non-dominant arm. Partici-
pants were asked to remain relaxed and still and refrain from talking and laughing. 

Tanner stage
Tanner stages were determined with a self-report questionnaire, on the basis of secondary 
sexual characteristics using the five stages of development devised by Marshall & Tanner 
(Marshall and Tanner, 1969; Marshall and Tanner, 1970). After explanation by the research-
er, the researcher left the room and participants were asked to fill in their developmental 
status on black and white photographs of the different pubertal stages. Stage 1 represents no 
pubertal development and full maturation is represented at stage 5. Girls were asked about 
breast development and pubic hair growth; boys were asked about genital development and 
pubic hair growth. In boys, genital stage was divided in penis and testes development. Testes 
volume was reported on a 4-item scale (compared size with ovals: 1) 1-3 ml; 2) 4-6 ml; 3) 
7-11ml; 4) 12-25 ml) and boys were also asked to rate testes volume with an orchidometer.

Collection of urine and saliva
As at the previous occasions, participants were asked to collect saliva and morning urine 
for the assessment of reproductive hormonal levels (LH, FSH, estrogen, and testosterone (in 
saliva)) on two consecutive days. Because of their hormonal cycle, girls were asked to collect 
urine and saliva for assessment of hormone levels at a specific time point during their men-
strual cycle, namely in the early follicular phase when hormone levels are relatively low. To 
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minimize effects of contraceptive pills, they were asked to collect morning urine and saliva 
at the 6th and 7th day of their menstrual cycle. They could send the samples by mail to the 
VU University. Boys were asked to collect samples in the two days prior to the test day and 
bring the samples to the UMC Utrecht. They could also send the samples by mail. 

Participants were asked to fill in the time and date of the collection. Girls had a more 
extensive questionnaire that included questions about their menstrual cycle (see Appendi-
ces 12-13).

Samples were stored in the refrigerator as soon as possible. After pipetting a small vol-
ume of urine for hormone level assessment, all samples were stored at -20˚C at either the VU 
(when samples came by mail) or at UMCU (when participants brought urine samples with 
them at test day). Saliva samples were stored at -20˚C as soon as possible. When applicable, 
samples were brought over from UMCU to VU as soon as possible.

Assessment of hormone levels
Determination of hormone levels at all three assessments was carried out by the endocrine 
laboratory of clinical chemistry of the VU Medical Center in Amsterdam, the Netherlands. 
For the first two assessments, LH, FSH and estradiol levels were determined in morning 
urine using highly sensitive immunometric assays (Luminiscention) (Architect, Abbott Lab-
oratories, Abbott Park, IL, USA). The detection limits of LH and FSH were 0.1 U/L and 0.11 
U/L respectively, with an intra-assay coefficient of variation (CV) of 3% and inter-assay CV 
of 6%. For estradiol, the intra-assay and inter-assay CVs were 5% and 10% respectively at 
levels >150 pmol/L (lower) and <9000 pmol/L (upper). Creatinin concentrations (to control 
for variance in urine excretion rate) were measured by the Jaffé method (Modular, Roche 
Diagnostics, Mannheim, Germany). Inter-assay coefficient of variation is 2.2% at 5.9 mmol/L 
and 1.7% at 12.5 mmol/L. Free testosterone levels were determined in first morning sa-
liva (Competitive immunoassay (luminiscention), IBL Hamburg). The intra-assay and in-
ter-assay CVs were below 12% at levels >11 pmol/L (lower limit of detection). For the third 
assessment, testosterone levels were determined via isotope-dilution liquid chroma-tog-
raphy–tandem mass spectrometry. Intra-assay coefficient of variation (CV) was 11%, 4%, 
and 2% at 10, 140, and 900 pmol/L, respectively. Inter-assay CV was 5% at 200 and 2000 
pmol/L, respectively. See Büttler et al. (2016) for more details. Despite the different meth-
ods, the results of the different assessments are comparable; the only difference is that the 
new method is more reliable with less variance (Büttler et al., 2016; AC Heijboer, endocrine 
laboratory VUmc, personal communication). 

Buccal epithelium
Participants were asked to collect buccal swabs in the morning and evening, on 2 days. They 
were instructed not to eat, drink or brush their teeth prior to collection. Collection of buccal 
epithelium was done by rubbing cotton buds along the inside of the mouth. The swabs were 
then placed in a tube with buffer. Participants could bring the tubes with them to the UMCU 
at test day, or send the rubes by postal mail. DNA was isolated at the Avera Institute for Hu-
man Genetics, Sioux Falls. All samples were tested on single nucleotide polymorphic (SNP) 
markers to establish zygosity (van Beijsterveldt et al., 2013) 
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MRI scan protocol
At the third assessment, the same scan parameters were used as in the previous two test 
assessments (see Table 2.6) where participants were scanned at a 1.5 Tesla Philips Achieva 
scanner (Brouwer et al., 2012; Peper et al., 2008; van Soelen et al., 2012a). At the start of the 
test day, the scan procedure was explained to the participants. Presence of wires (top/ bot-
tom/ both) was asked as this may distort the MRI image; it was not an exclusion criterion for 
MRI scanning. They were allowed to watch a movie or listen to music during the structural 
scans. During the last 10 minutes the resting state functional MRI scan was made, for which 
participants were asked to close their eyes and try to think of nothing specific. Afterwards, 
participants were asked if they had remained awake during the scan and if they managed to 
think of nothing specific. The total scan protocol took about 45-50 minutes per child.

Table 2.6 – Scan protocol and MR acquisition details.

MR acquisition details Duration
1. Scout scan, sagittal T1 weighted; TR = 13 ms; TE = 4.6 ms 1 min.
2. Dual Echo – Turbo Spin Echo (DE-TSE) clinical scan, transversal T2 weight-

ed; TR=2200 ms, TE= 9ms; 19 slices of 6 mm; slicegap 1 mm; flipangle 90°; 
FOV: 230 mm / 90%

2 min.

3. Three Dimensional - Fast Field Echo (3D-FFE) T1 weighted scan;
coronal; 256 x 212 acquisition matrix; 256 × 256 reconstruction matrix;
160–180 contiguous slices of 1.2 mm; 
TR = 30 ms; TE = 4.6 ms; flipangle 30°; FOV: 256 mm / 65%

7 min.

4. Diffusion Tensor Imaging (DTI) scan using SENSE coil; 
15-64 Directions; b-factor 1000; 60 slices of 2.5 mm; slicegap 0.0 mm; 96 x
96 acquisition matrix; reconstruction matrix 128 x 128; flipangle 90°; FOV: 
240 mm; TE = 60–88 ms; no cardiac gating.

11 min.

5. Magnetization Transfer Imaging (MTI) scan; 60 transverse slices of 2.5 mm; 
slicegap 0.0 mm; 128 x 96 acquisition matrix; reconstruction matrix 128 x
128; flip angle 8°; FOV: 240 mm / 78%; ΤR = 37.5 ms; TE = 3.73 ms.

7 min.

6. Dual Echo - Turbo Spin Echo using SENSE, transversal T2 weighted; parallel 
imaging, sensefactor 2; TR/TE1/TE2 6000/18/80 ms; 120 slices of 2 mm;
256 x 195 acquisition matrix; reconstruction matrix 256 x 256; slicegap 0
mm; flipangle 90° ; FOV: 240 mm / 79 %

7 min.

7. Resting State Scan using SENSE coil; parallel imaging, sensefactor 1.8; 3D
T2* weighted field echo EPI (FEEPI) scan; Timeseries 800-1200 scans, sin-
gle scan duration 0.5-0.7 sec; sagittal scanorientation; acquisition matrix: 64 
x 33; reconstruction matrix: 64 x 64; flip angle 9°; 36 slices; FOV: 256 mm; 4 
mm isotropic voxels; TR=21.1 ms; TE= 31.10 (shifted echo).

10 min.

At  first assessment, T2 (scan 6) and rs-fMRI (scan 7) were not included; all other scan parameters were the 
same
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ABSTRACT
Information on the correlation of normative reproductive hormone levels with physical de-
velopment (Tanner stages) during puberty and on the influences of genes and environment 
on variation in these hormones and Tanner stages is limited. One hundred twelve healthy 
9-year-old twin pairs (n = 224) took part in this longitudinal study, of which 89 pairs partic-
ipated again at age 12 years (n = 178). Morning urinary LH, FSH, estradiol, and salivary tes-
tosterone levels, determined by competitive immunoassays, were measured. Tanner stages
were determined through physical examination. Over the 3-year interval, all hormone levels 
showed a 2- to 9-fold increase. LH and FSH at age 9 years predicted sex-specific Tanner
stages at age 12 years in both boys and girls. Most of the associations between hormone
levels at age 9 years and physical development at 12 years were explained by genetic influ-
ences. FSH in 9-year-old boys correlated with all hormone levels and Tanner stages at age
12 years. Moderate to high heritability estimates were found for hormone levels at both ages 
and in both sexes. In girls a shift from environmental (age 9 years) to genetic influences (age
12 years) was found for estradiol and pubic hair development, and for breast development
a shift in the opposite direction was seen. In conclusion, during development LH and FSH
(and testosterone in boys) levels predict secondary sexual characteristics in boys and girls 3 
years later. These correlations are largely due to genes that are involved in both early puber-
tal hormone levels and subsequent physical development.

INTRODUCTION
Puberty is characterized by the development of secondary sexual characteristics and phys-
ical growth. The general hypothesis on the endocrine onset of puberty is thought to pro-
ceed in a series of steps that concern the reactivation of the hypothalamus-pituitary-gonad-
al (HPG) axis (see, for example, Cameron, 2004; Delemarre-Van De Waal, 2002; Grumbach, 
2002; Shirtcliff et al., 2009): first, the pituitary is stimulated by the hypothalamus (via GnRH 
neurons) to secrete nightly LH and FSH surges 1–2 years before the physical onset of puber-
ty. After some time, LH and FSH pulses also occur during the day. These hormones in turn 
stimulate the gonads (the testis or ovaries) to produce estrogen and testosterone, which 
play an important role in the onset of physical (secondary sexual characteristics) and be-
havioral changes.

Reproductive hormones regulate important changes during puberty. Knowledge on rel-
ative influences of genes and environment on individual differences in these hormone levels 
will provide relevant information on the (endocrine) regulation of puberty. Twin studies are 
widely used in various fields (see, for example Ring et al., 2005 for assessment of genetic 
influences on sex hormones in adult males) to estimate the extent to which variation in a 
certain trait is caused by genetic and/or environmental factors. Monozygotic (MZ) twins are 
genetically identical and share (nearly) 100% of their genetic material, whereas dizygotic 
(DZ) twins share, like siblings, on average 50% of their segregating genes. If for a certain 
variable MZ twins are more alike than DZ twins, it can be inferred that the variable is influ-
enced by genetic factors (see Boomsma et al., 2002 for an overview of twin research, and 
see Falconer and Mackay, 1992; Neale and Cardon, 1992; Posthuma et al., 2003 for a more 
detailed description). There are some studies that report on the heritability of reproduc-
tive hormones in prepubertal boys [5–11 years old (Wang et al., 2004)], and testosterone 
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in teenagers [14–21 years old (Harris et al., 1998); 12 years old (Hoekstra et al., 2006)]. 
These studies found moderate to strong contributions of genetic effects on the variation of 
reproductive hormone levels. However, to our knowledge, the longitudinal aspect of genetic 
influences on hormone levels during this critical period of development has not been inves-
tigated.

In the current study, the development of HPG axis hormones during puberty is de-
scribed in a longitudinal twin study (n = 224 individuals). LH, FSH, estradiol, testosterone, 
and secondary sexual characteristics were measured at 9 (baseline) and 12 (follow-up) 
years of age. The twin design allowed an estimate of the extent to which variation in re-
productive hormones, and the extent to which correlations among hormones and physical 
development are driven by genes during puberty.

MATERIALS AND METHODS

Participants
Healthy twins (224 individuals) were recruited from The Netherlands Twin Register 
(Boomsma et al., 2006). They took part at age 9 and 12 years (n = 178 individuals) in an on-
going longitudinal study on the development of cognition and brain structure and function 
(van Soelen et al., 2012) (Table 3.1). The Central Committee on Research involving Human 
Subjects of The Netherlands approved the study. Written informed consent was obtained 
from parents and children.

Analysis of hormone levels
Participants were asked to collect first morning urine and saliva immediately after waking 
up on 2 consecutive weekdays. Analyses were carried out by the endocrinological laboratory 
of clinical chemistry of the VU University Medical Center (Amsterdam, The Netherlands).

Determination of urinary LH, FSH, and estradiol, and salivary testosterone have been 
described elsewhere (Peper et al., 2010). Urinary LH, FSH, and estradiol levels were divided 
by creatinine level to correct for variations in urine excretion rate. A creatinine correction 
has been demonstrated to enhance the detection of LH surges (Kesner et al., 1998). Cre-
atinine concentrations were measured by the Jaffé method (Modular; Roche Diagnostics, 
Mannheim, Germany). The interassay coefficient of variation was 2.2% at 5.9 mmol/L and 
1.7% at 12.5 mmol/L.

Assessment of Tanner stages
Secondary sexual characteristics of puberty were measured by a trained researcher at the 
University Medical Center Utrecht (Utrecht, The Netherlands) on the basis of the character-
istics of sexual development devised by Marshall and Tanner (Marshall and Tanner, 1969; 
Marshall and Tanner, 1970). In boys, genital stage was divided in penis and testes devel-
opment. Testes volume was reported on a 4-item scale; at age 12 years, testes volume was 
measured with an orchidometer. When children felt uncomfortable with the assessment, 
they were asked to point out their status on black and white photographs of the different 
puberty stages accompanied by an explanation by the researcher (only at age 12 years; 16 
girls, 28 boys).
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Statistical analyses
Differences in hormone levels over time and between boys and girls were tested using struc-
tural equation modeling with the software package OpenMx (Boker et al., 2011) to control 
for the dependency of the data.

Hormone levels assessed at 2 days, available for more than 90% of the participants, 
were averaged. A log transformation was applied to normalize the data. Many of the 9-year-
old children had LH levels that were below the detection limit (58 girls, 50 boys), but these 
low levels still provide information. These values were included in the genetic analysis by 
setting all values that were below the detection limit to a half of the detection limit. To check 
whether this procedure influenced the results, all genetic analyses were repeated with unde-
tectable levels left out. Dissimilar results are reported in footnotes. After the log transforma-
tion, all data were normally distributed, except LH in 9-year-old girls (Kolmogorov-Smirnov 
Z = 1.369, P = .047).

Genetic analysis
Relative influences of genetic factors and environmental factors can be examined by com-
paring within-pair correlations between MZ and DZ twins. When an MZ correlation is twice 
as high as a DZ correlation, this indicates that a variable is largely influenced by genetic fac-
tors. The proportion of variance in a trait that can be attributed to genetic factors is termed 
heritability. In addition to genetic factors, resemblance between twins can arise from com-
mon environment, which comprises those environmental factors that induce similarity in 
children growing up in the same family. The presence of common environmental factors is 
suggested when correlations in DZ twins are larger than half the MZ correlation [as imple-
mented in a full model that allows estimation of genetic (A), shared environmental (C), and 
nonshared environmental effects (E) (ie, ACE model) (Boomsma et al., 2002)]. When the MZ 
correlations are more than twice the DZ correlations, there is a suggestion for nonadditive 
genetic influences [epistasis or dominance, implemented in a model that allows estimation 
of additive genetic effects (A), nonadditive genetic effects (D), and non-shared environmen-
tal effects (E) (i.e., ADE model) (Falconer and Mackay, 1992)]. Unique environmental influ-
ences are not shared with other family members and also contain the measurement error 
(Falconer and Mackay, 1992). The proportion of the total variance that can be attributed to 
genetic or environmental factors gives estimates of (univariate) heritability (h2), unique en-
vironmental influence, and common environmental influence (in the case of an ACE model), 
or nonadditive genetic influences (d2) (in the case of an ADE model). In the latter case, we 
present estimates of broad heritability (h2 + d2).

Ordinal data, such as Tanner stages, were analyzed under the assumption that there 
is an underlying continuous liability with mean 0 and variance 1 to the observations. Four 
thresholds divide the liability into the 5 Tanner stages (4 for testes development); hence, 4 
thresholds (3 for testes development) were estimated. Estimates of thresholds are based on 
the prevalence of the Tanner stages in the sample (Neale and Cardon, 1992).

To increase power, heritability was estimated from bivariate models (Neale and Car-
don, 1992) in which variables assessed at age 9 and 12 years were analyzed simultaneously. 
The phenotypic correlation (Rph) among continuous traits (hormone levels), between ordi-
nal Tanner stages, and among Tanner stages and hormone levels, were estimated in Open-
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Table 3.1 – Normative hormone levels and Tanner stages in 9- and 12-year old boys and girls

Boys a

N (MZ/ DZ/ DOS  
individuals)

Age 9 yr Age 12 yr
46/ 44/ 20 40/ 34/ 15

Mean (sd) N Mean (sd)b N Increase 
(x-fold)

Age 9.10 (0.10) 110 12.13 (0.24) 89 3.04 (0.23)c

BMI (kg/m2)d 16.21 (1.36) 103 18.54 (1.99) 87
LH (U/ mmol creat) 0.02 (0.04) 59e 0.17 (0.14) 89 6.9
FSH (U/ mmol creat) 0.25 (0.16) 110 0.44 (0.26) 89 1.8
E2 (pmol/ mmol creat) 126.55 (121.58) 108 205.61 (138.54) 89 1.6
T (pmol/ L) 24.98 (25.32) 106 74.23 (86.54) 86 3.0
Tanner N per stage N N per stage N

Tanner-P 1/2/3/4/5 100/ 5/ 1/ 1/ 0 107 20/ 37/ 21/ 5/ 0 83
Tanner-T 1/2/3/4 98/ 8/ 1/ 0 107 16/ 37/ 12/ 3 68
Tanner-PH 1/2/3/4/5 96/ 10/ 0/ 0/ 0 106 24/ 31/ 22/ 6/ 0 83

Girlsf

N (MZ/ DZ/ DOS  
individuals)

Age 9 Age 12
50/ 42/ 20 40/ 34/ 15

Mean (sd) N Mean (sd) N Increase 
(x-fold)

Age 9.10 (0.09) 112 12.17 (0.28) 89 3.07 (0.26)c

BMI (kg/m2)d 16.32 (1.99) 106 18.18 (2.99) 82
LH (U/ mmol creat) 0.02 (0.03) 53g 0.21 (0.21) 85 9.3
FSH (U/ mmol creat) 0.47 (0.27)h 112 0.92 (0.47)h 87 1.9
E2 (pmol/ mmol creat) 116.13 (77.96) 112 366.77h (285.73)* 87 3.2
T (pmol/ L) 31.04 (24.04)h 108 58.00 (36.07) 88 1.9

Tanner N per stage N N per stage N
Tanner-B 1/2/3/4/5 89/ 20/ 0/ 0/ 0 109 10/ 16/ 36/ 17/ 7 86
Tanner-PH 1/2/3/4/5 91/ 17/ 0/ 0/ 0 108 17/ 19/ 18/ 24/ 5 83

Abbreviations: DOS, dizygotic opposite sex; E2, estradiol; T, testosterone. Values below detection limit were 
excluded from the descriptives, therefore, LH levels are an overestimation of actual levels in 9-year-old boys 
and girls. 
a All hormone levels were increased at age 12 compared with age 9 (P < 0.0001). 
b In total, 224 individuals participated in this study, with 46 DZ males at age 9. However, no hormone data 
was available for one DZ male twin pair, leading to a total N of 222.
c Mean (SD) duration between measurement 1 and measurement 2 (in years).
d Based on BMI tables for Dutch children described elsewhere (40), 14 girls (12.5%) and 4 boys (3.6%) at 
age 9 years were considered to be overweight, and 2 girls (1.8%) were considered to be underweight. At 
age 12 years, 15 girls (16.9%) and 9 boys (10.1%) were considered to be overweight, and 1 girl (1.2%) was 
underweight.
e N below detection limit = 50
f At follow-up, 14 girls (16%) had attained menarche, of which 3 reported to have regular cycles. None of the 
participants used oral contraceptives.
g N below detection limit = 58
h Significantly higher values in girls, see text.
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Mx (Boker et al., 2011). Due to low variability in Tanner stages at age 9 years, we chose to 
compute the correlations of hormone levels at age 9 and 12 years with Tanner stages at age 
12 years only. To estimate correlations among hormone levels and Tanner stages, hormone 
levels were normalized and categorized in five groups.

Significant phenotypic correlations were decomposed in a genetic (Rg) and (unique) 
environmental (Re and Rc) component (see Supplemental Figure 3.1). The magnitude of 
these underlying components is based on the comparison of cross-trait/cross-twin correla-
tions for MZ and DZ twins. For example, if the cross-correlation between one hormone of 
twin A and another hormone of twin B is larger in MZ than in DZ twins, this indicates that a 
common genetic factor (partly) influences both hormones. The extent of the shared genetic 
influences is reflected by the magnitude of the genetic correlation. Rc and Re are interpreted 
likewise (Neale and Cardon, 1992).

Because the mechanism underlying hormone levels (and subsequent physical changes) 
may differ in boys and girls, we chose to present the results for boys and girls separately. 
Data from boys and girls from DZ opposite-sex pairs were included with the data from the 
male and female DZ twins and thus contribute to the estimation of mean and variances, but 
we did not include their covariance. See Supplemental Table 3.1 for twin correlations.

All data analyses were carried out with structural equation modeling in the software 
package OpenMx (Boker et al., 2011). All data were included in the analyses, regardless of 
whether subjects participated once or twice in the study. Parameters were estimated by 
full-information maximum likelihood. Tests of significance of parameters were carried out 
by comparing the model fits of a model including that parameter to a model in which the 
parameter estimate was constrained at zero. The goodness of fit of different models was 
evaluated by comparing differences in log likelihood.

RESULTS

Normative hormone levels at ages 9 and 12 years
For both boys and girls, all hormone levels were increased at age 12 years compared with 
age 9 years (P < 0.0001) (Table 3.1 and Figure 3.1; Supplemental Figures 3.2 and 3.3). The 
highest increase was seen for LH (~7-fold in boys, ~9-fold in girls). FSH levels increased 
about 2-fold in both boys and girls. Testosterone increased 3-fold in boys, approximately 
2-fold in girls, whereas for estradiol this was the other way around (~2-fold increase in boys, 
~3-fold in girls). At age 9 years, girls had higher levels of FSH (P < 0.0001) and testosterone
(P = .04) than boys. At age 12 years, girls had higher levels of FSH (P < 0.0001) and estradiol 
(P < 0.0001) than boys.

At age 9 years, most of the children were in Tanner stage 1 [boys: 91%, 92%, and 93% 
for penis (Tanner-P), testes (Tanner-T), and pubic hair (Tanner-PH) development, respec-
tively; girls: 82% and 84% for breast (Tanner-B) and Tanner-PH development], i.e., they had 
not yet started pubertal development. At age 12 years, most girls were in Tanner stage 3 
(Tanner-B, 42%) or 4 (Tanner-PH, 29%) whereas most boys were in stage 2 (Tanner-P: 45%; 
Tanner-T: 54%; Tanner-PH: 37%). As can be seen in Table 1, at age 9 years, girls were only 
slightly further in their pubertal development than boys, whereas at age 12 years, girls were 
further developed than boys (based on Tanner stages).
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Genetic analyses of hormone levels and Tanner stages
Significant genetic influences were found for variation in all hormones in boys and girls at 
both ages, except for estradiol at age 9 years in girls (Table 3.2; for unstandardized estimates 
see Supplemental Table 3.2). Overall, genetic influences were higher in boys compared with 
girls. Genetic influences did not change much over time, except for estradiol: in boys, the 
genetic influences seemed to become smaller over time. In girls, we found a significant in-
fluence of common environmental factors for estradiol at age 9 years. At age 12 years, these 
common environmental influences were no longer significant, and a significant proportion 
of the variance could be explained by genetic factors.

Over the 3-year interval, estimates of factors that influenced physical development 
changed. In boys, genetic influences for Tanner-T development were higher at age 12 years, 
whereas genetic influences for pubic hair development decreased over time. In girls, influ-
ences on Tanner-B development showed a shift over time: from genetic at age 9 years to 

Figure 3.1 - Normative hormone levels in 9- and 12-year-old boys and girls. LH, FSH, estradiol, and 
testosterone levels increased between age 9 and 12 years, in both boys and girls. At age 9 and 12 years, 
girls had higher FSH levels than boys; testosterone at age 9 years and estradiol at age 12 years were 
higher in girls compared with boys. Error bars represent 95% confidence interval.
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common environmental influences at age 12 years. For Tanner-PH development in girls, en-
vironmental influences at age 9 years shifted to genetic influences at age 12 years.

Table 3.2 – Influences of genes and environment on hormone levels and physical development of boys 
and girls during puberty.

Modela

(Broad) Heritability 
(95% CI)

Common Environ-
ment (95% CI)

Unique Environ-
ment (95% CI)

Boys
Age 9

LH ADE 0.83 (0.66-0.90) - 0.17 (0.10-0.34)
FSH ADE 0.89 (0.78-0.94) - 0.11 (0.06-0.22)
E2 ACE 0.72 (0.39-0.91) 0.13 (0.00-0.45) 0.14 (0.08-0.28)
T ADE 0.64 (0.30-0.81) - 0.36 (0.19-0.70)
Tanner-P ACE 0.09 (0.00-1.00) 0.87 (0.00-1.00) 0.04 (0.00-0.98)
Tanner-T ACE 0.40 (0.04-0.96) 0.51 (0.00-0.91) 0.09 (0.00-0.38)
Tanner-PH ACE 0.81 (0.07-0.99) 0.07 (0.00-0.84) 0.12 (0.00-0.97)

Age 12
LH ADE 0.93 (0.85-0.96) - 0.07 (0.04-0.15)
FSH ADE 0.95 (0.89-0.97) - 0.05 (0.02-0.11)
E2 ACE 0.45 (0.12-0.77) 0.12 (0.00-0.40) 0.43 (0.23-0.88)
T ADE 0.78 (0.59-0.88) - 0.22 (0.12-0.41)
Tanner-P ACE 0.09 (0.00-0.93) 0.30 (0.00-0.66) 0.62 (0.33-1.00)
Tanner-T ACE 0.72 (0.27-1.00) 0.18 (0.00-0.47) 0.10 (0.01-0.31)
Tanner-PH ACE 0.33 (0.00-0.90) 0.49 (0.00-0.84) 0.19 (0.07-0.43)

Girls
Age 9

LH ADE 0.70 (0.46-0.83)b - 0.30 (0.17-0.54)
FSH ADE 0.43 (0.06-0.68) - 0.57 (0.32-0.94)
E2 ACE 0.02 (0.00-0.50) 0.65 (0.14-0.79) 0.32 (0.20-0.52)
T ADE 0.70 (0.43-0.84) - 0.30 (0.16-0.5)
Tanner-B ACE 0.72 (0.15-1.00) 0.23 (0.00-1.00) 0.05 (0.00-1.00)
Tanner-PH ACE 0.29 (0.00-0.97) 0.67 (0.07-0.97) 0.04 (0.00-0.38)

Age 12
LH ADE 0.65 (0.37-0.81) - 0.35 (0.19-0.63)
FSH ADE 0.56 (0.25-0.76) - 0.44 (0.24-0.75)
E2 ACE 0.54 (0.04-0.89) 0.28 (0.00-0.71) 0.19 (0.10-0.37)
T ADE 0.51 (0.05-0.76) - 0.49 (0.24-0.95)
Tanner-B ACE 0.21 (0.00-0.33) 0.69 (0.08-1.00) 0.10 (0.00-0.20)
Tanner-PH ACE 0.80 (0.22-0.95) 0.06 (0.00-0.57) 0.14 (0.04-0.39)

Abbreviations: CI, confidence interval; E2, estradiol; T, testosterone; , not modeled. Standardized estimates 
of genetic and environmental influences on hormone levels and Tanner stages at age 9 and 12 years in boys 
and girls. Genetic influences are reported as broad heritability (h2 + d2) when variables were modeled in an 
ADE model and as heritability (h2) when variables were modeled in an ACE model; see column 2. Estimates 
are derived from a bivariate genetic model. Unstandardized estimates can be found in Supplemental Table 
3.2. Bold-typed estimates of genetic and common environmental effects are significantly different from zero.
a Based on twin correlations (Supplemental Table 3.1), an ACE model was fitted for estradiol in boys and girls 
and all Tanner stages in both boys and girls. For the other variables, an ADE model was fitted. Column 3 con-
tains an estimate of additive genetic influences (heritability) in the case of an ACE model and an estimate of 
additive + nonadditive genetic effects in the case of an ADE model.
b Estimate was not significantly different from zero in the data set in which values below the detection limit 
were excluded.
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Associations between hormone levels
Correlations between hormone levels differed between age 9 and 12 years and between 
boys and girls (Figure 3.2). All significant correlations were positive (Table 3.3). In 9-year-
old boys, LH correlated only with FSH (Rph = 0.62), whereas at age 12 years, LH correlated 
with FSH, estradiol, and testosterone (Rph = 0.32, 0.24, 0.49, respectively). In boys only, FSH 
at age 9 years correlated with all reproductive hormones at age 12 years (Rph = 0.30, 0.51, 
0.25, 0.29 for FSH at age 9 years with LH, FSH, estradiol, and testosterone at age 12 years, 
respectively). In 9-year-old girls, LH correlated with FSH (Rph = 0.64) and estradiol (Rph = 
0.31); at age 12 years, LH levels correlated with FSH, estradiol, and testosterone levels (Rph 
= 0.56, 0.50, 0.40). In girls, LH at age 9 years correlated with LH and estradiol at age 12 years 
(Rph = 0.40, 0.40).

Bivariate genetic analyses showed that in both boys and girls phenotypic correlations 
were driven by genetic factors influencing both hormones (Table 3.3). In addition, in boys a 
common environmental correlation influenced estradiol levels at age 9 and 12 years (Rc = 
1.00). In girls a unique environmental correlation was observed between LH and FSH at age 
9 years (Re = 0.59) and between LH and estradiol at age 12 years (Re = 0.68).

Figure 3.2 – Significant phenotypic correlations between hormone levels during pubertal develop-
ment in boys and girls at age 9 and 12 years (see also Table 3). Red: significant genetic correlation (Ra); 
orange: significant common environmental correlation (Rc); blue: significant unique environmental 
correlation (Re); black: significant phenotypic correlation that could not be specified to genetic or en-
vironmental correlations.
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Associations between hormone levels and Tanner stages
Significant phenotypic correlations were found between hormone levels at age 9 years and 
Tanner stages at age 12 years (Table 3.3 and Figure 3.3). In boys, LH at age 9 years correlated 
with Tanner-P and Tanner-PH development at age 12 years (Rph = 0.29, 0.29); FSH at age 
9 years with Tanner-P, Tanner-T, and Tanner-PH development at age 12 years (Rph = 0.34, 
0.33, 032); and testosterone at age 9 years with Tanner-PH development at age 12 years 
(Rph = 0.42). Correlations between hormone levels at age 12 years and Tanner stages at age 
12 years were found for LH with Tanner-P (Rph = 0.39) and Tanner-PH development (Rph 
= 0.33), and for testosterone with Tanner-P, Tanner-T, and Tanner-PH development (Rph = 
0.40, 0.44, 0.39) (Figure 3.3).

In girls we found that LH levels at age 9 years correlated with Tanner-B and Tanner-PH 
development at age 12 years (Rph = 0.56, 0.44) and FSH at age 9 years with Tanner-B devel-
opment at age 12 (Rph = 0.44). At age 12 years, LH, estradiol, and testosterone levels were 
correlated with both Tanner-B (Rph = 0.55, 0.70, 0.30) and Tanner-PH development (Rph = 
0.46, 0.72, 0.33).

In boys and girls, at both ages, correlations between hormone levels and physical de-
velopment were mainly driven by genetic factors. The correlation between estradiol at age 

Table 3.3 – Significant associations between hormone levels and Tanner stages in boys and girls during 
puberty

Rph (95%CI) Model Rg Re
Boys

LH 9 - FSH 9 0.62 (0.48-0.73) ADE-ADE 0.70 (0.53-0.83) 0.26 (-0.13-0.60)
LH 9 - E2 12 0.24 (0.03-0.43) ADE-ACE 0.54 (0.33-1.00)  0.22 (-0.23-0.59)
FSH 9 - LH 12 0.30 (0.06-0.50) ADE-ADE 0.31 (0.05-0.53) 0.34 (-0.12-0.65)
FSH 9 - FSH 12 0.51 (0.31-0.66) ADE-ADE 0.56 (0.35-0.71) 0.35 (-0.14-0.70)
FSH 9 - E2 12 0.25 (0.03-0.45) ADE-ACE 1.00 (0.07-1.00) -0.27 (-0.64-0.25)
FSH 9 - T 12 0.29 (0.06-0.49) ADE-ADE 0.24 (-0.05-0.50) 0.35 (-0.10-0.67)
E2 9 - E2 12a 0.32 (0.12-0.50) ACE-ACE 1.00 (0.36-1.00) -0.40 (-0.68-0.03)
LH 12 - FSH 12 0.32 (0.10-0.52) ADE-ADE 0.32 (0.07-0.53) 0.03 (-0.39-0.45)
LH 12 - E2 12 0.24 (0.02-0.44) ADE-ACE 0.41 (0.08-1.00) -0.30 (-0.65-0.17)
LH 12 - T 12 0.49 (0.28-0.65) ADE-ADE 0.55 (0.31-0.74) 0.09 (-0.35-0.50)
FSH 12 - E2 12 0.29 (0.08-0.48) ADE-ACE 1.00 (0.23-1.00) -0.06 (-0.49-0.40)
LH 9 - Tanner-P 12 0.29 (0.03-0.50) ADE-ACE 1.00 (0.14-1.00) -0.15 (-0.82-0.49)
LH 9 - Tanner-PH 12 0.29 (0.02-0.52)b ADE-ACE 0.61 (-1.00-1.00) 0.28 (-0.45-0.82)
FSH 9 - Tanner-P 12 0.34 (0.09-0.55) ADE-ACE 1.00 (0.22-1.00) -0.11 (-0.61-0.44)
FSH 9 - Tanner-T 12 0.33 (0.04-0.46) ADE-ACE 0.94 (0.59-1.00) b 0.79 (-0.24-0.86)
FSH 9 - Tanner-PH 12 0.32 (0.06-0.53) ADE-ACE 1.00 (0.48-1.00) 0.01 (-0.62-0.64)
T 9 - Tanner-PH 12 0.42 (0.18-0.62) ADE-ACE 1.00 (0.31-1.00) -0.24 (-0.68-0.37)
LH 12 - Tanner-P 12 0.39 (0.10-0.61) ADE-ACE 1.00 (0.34 -1.00) -0.50 (-1.00-0.25)
LH 12 - Tanner-PH 12 0.33 (0.01-0.59) ADE-ACE 0.43 (-1.00-1.00) -0.04 (-0.71-0.66)
T 12 - Tanner-P 12 0.40 (0.16-0.60) ADE-ACE 1.00 (0.45-1.00) -0.13 (-0.52-0.32)
T 12 - Tanner-T 12 0.44 (0.15-0.65) ADE-ACE 0.58 (0.20-1.00) -0.05 (-0.70-0.65)
T 12 - Tanner- PH 12 0.39 (0.13-0.60) ADE-ACE 1.00 (0.23-1.00) -0.15 (-0.69-0.48)
Tanner-P 12 - Tanner-T 12 0.70 (0.51-0.83) ACE-ACE 1.00 (0.68-1.00) 0.03 (-0.63-0.59)
Tanner-P 12 - Tanner-PH 12 0.30 (0.04-0.53) ACE-ACE 1.00 (-1.00-1.00) -0.45 (-0.84-0.14)
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Girls
LH 9 - FSH 9 0.64 (0.51-0.74) ADE-ADE 0.71 (0.38-1.00) 0.59 (0.29-0.79)b

LH 9 - E2 9 0.31 (0.11-0.49)b ADE-ACE 1.00 (0.28-1.00)b 0.05 (-0.25-0.38)
LH 9 - LH 12 0.40 (0.19-0.57) ADE-ADE 0.50 (0.17-1.00)b 0.15 (-0.24-0.51)
LH 9 - E2 12 0.40 (0.20-0.57) ADE-ACE 1.00 (0.28-1.00) -0.04 (-0.43-0.36)
FSH 9 - E2 9 0.23 (0.04-0.41) ADE-ACE 1.00 (0.23-1.00) 0.18 (-0.13-0.47)
FSH 9 - FSH 12 0.23 (0.03-0.41) ADE-ADE 0.48 (-0.03-1.00) -0.00 (-0.36-0.36)
LH 12 - FSH 12 0.56 (0.37-0.70) ADE-ADE 0.32 (-0.10-0.65)c 0.48 (-0.04-1.00)c

LH 12 - E2 12 0.53 (0.33-0.68) ADE-ACE 0.59 (0.17-1.00) 0.68 (0.38-0.84)
LH 12 - T 12 0.40 (0.19-0.57) ADE-ADE 0.47 (-0.04-1.00) 0.32 (-0.10-0.65)
LH 9 - Tanner-B 12 0.56 (0.33-0.73) ADE-ACE 1.00 (0.56-1.00) 0.27 (-0.40-0.78)
LH 9 - Tanner-PH 12 0.44 (0.19-0.64) ADE-ACE 1.00 (0.36-1.00) -0.42 (-0.81-0.20)
FSH 9 - Tanner-B 12 0.44 (0.51-0.51) ADE-ACE 0.91 (0.13-1.00) 0.68 (0.17-0.95)
LH 12 - Tanner-B 12 0.55 (0.29-0.74) ADE-ACE 0.78  (0.31-1.00) 0.28 (-0.71-1.00)
LH 12 - Tanner-PH 12 0.46 (0.20-0.67) ADE-ACE 0.40 (0.22-0.85)b 0.82 (-0.19-1.00)c

E2 12 - Tanner-B 12a 0.70 (0.52-0.82) ACE-ACE 1.00 (-1.00-1.00) -0.13 (-0.70-0.51)
E2 12 - Tanner-PH 12 0.72 (0.54-0.91) ACE-ACE 1.00 (0.63-1.00) 0.73 (0.18-0.96)
T 12 - Tanner-B 12 0.30 (0.07-0.51) ADE-ACE 1.00 (0.19-1.00) -0.28 (-0.83-0.47)
T 12 - Tanner-PH 12 0.33 (0.09-0.53) ADE-ACE 0.35 (-1.00-1.00) 0.57 (-0.07-0.88)
Tanner-B 12 - Tanner-PH 12 0.74 (0.59-0.85) ACE-ACE 0.77 (-0.60-1.00) 0.06 (-0.63-0.75)

Abbreviations: CI, confidence interval; E2, estradiol; T, testosterone. Significant phenotypic correlations (Rph) 
between hormones at age 9 and 12 years and between hormones at age 9 and 12 years and Tanner stages at 
age 12 years are given. The extent of overlap in genetic (Rg) and unique environmental influences (Re) acting 
on both variables are given with their 95% confidence intervals. Bivariate ADE (ADE for both variables), 
bivariate ACE models (ACE for both variables), and mixed models were fitted, based on the twin correlations 
per variable. Rg is an estimate of the broad genetic correlation for bivariate ADE models and the additive 
genetic correlation in other cases. Bold-typed correlations are significant at P < 0.05.
a In the bivariate ACE models, a common environmental correlation was estimated. It was only significantly 
explaining the correlation between estradiol at ages 9 and 12 years in boys [Rc = 1.00 (0.30–1.00)] and the 
correlation between breast development and estradiol at age 12 years in girls [Rc = 1.00 (0.63–1.00)].
b Correlation was not significant in the data set in which values below the detection limit were excluded.
c Correlation was significant in the data set in which values below the detection limit were excluded.

12 years and Tanner-B development at age 12 years was mainly driven by common environ-
mental factors (Rc = 1.00).

DISCUSSION
In this paper we described the results of a longitudinal twin study on the development of LH, 
FSH, and estradiol levels in morning urine, testosterone levels in morning saliva, and Tanner 
stages in healthy boys and girls at age 9 (at baseline) and 12 years (at follow-up). Because 
all participants were the same age, variation in hormone levels represents individual devel-
opmental differences only and cannot be explained by age differences between the partic-
ipants. Moreover, the longitudinal aspect allowed us to study the correlations of hormone 
levels at age 9 years with physical development at age 12 years. We find that at age 9 years, 
LH and FSH levels in both boys and girls, and testosterone levels in boys, predict secondary 
sexual characteristics (as described by Tanner stages: breast and pubic hair development in 
girls; penis, testes, and pubic hair development in boys) at age 12 years. These correlations 
are largely due to genetic factors that are involved in both early hormone levels and subse-
quent physical development.
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The genetic overlap between genes that regulate hormone levels at age 9 years and 
physical development at age 12 years implies that certain genes are involved in both the first 
processes of puberty (as represented by increases in LH and FSH secretion) and subsequent 
development of secondary sexual characteristics. These significant (genetic) correlations 
over time suggest that early hormone levels may have a predictive value at the individual 
level of physical development later during development. This was, however, not the aim of 
this study because we report correlations that illustrate predictive values on a group level 
only. Correlations between hormone levels and physical development, both measured at age 
12 years, were as expected (Styne, 2007) and correspond with previous reported correla-
tions (Shirtcliff et al., 2009).

To the best of our knowledge, we are the first to measure heritability of reproductive 
hormone levels in children at age 9 years and again at age 12 years. The only other study to 
date reported moderate (LH, FSH, estradiol) to high (testosterone) heritability estimates in 
a group of 35 boys aged between 5 and 11 years (Wang et al., 2004). We find moderate to 
high heritability estimates for hormone levels at both ages and in both sexes. Interestingly, 
based on our longitudinal setup, in girls we find a shift from significant common environ-
mental influences at age 9 years to significant genetic influences at age 12 years on estradiol 
and Tanner-PH development and vice versa for Tanner-B development. Importantly, in boys, 
heritability estimates and genetic variance (Supplemental Table 3.2) of hormone levels (ex-
cept for estradiol) increased over time. At both ages, estimates of genetic variance for LH and 
FSH levels in boys were higher than in girls.

These changes in heritability estimates over time may be related to different stages 
of development at ages 9 and 12 years: boys develop from prepubertal to early pubertal 
stages and girls from early to middle pubertal stages. Therefore, processes involved in the 
maintenance and development of hormone levels and physical posture may differ at age 9 
and 12 years, and between boys and girls of the same age [because boys mature at a later age 
(Marshall and Tanner, 1969; Marshall and Tanner, 1970; Mul et al., 2001)]. HPG axis-related 
hormones involved in puberty increase and reach peak levels at different developmental 
stages and are responsible for specific physical changes that come with puberty. For exam-
ple, LH and FSH levels increase during sleep prior to physical changes but reach a plateau 
before full maturation (Tanner stage V) (see Supplemental Figures. 3.2 and 3.3) and may 
even decrease before full maturation is reached (Albertsson-Wikland et al., 1997; Manasco 
et al., 1997; Sizonenko et al., 1970; Sizonenko and Paunier, 1975; Wennink et al., 1990; Wid-
holm et al., 1974). Testosterone in boys and estrogen levels in both boys and girls start to 
increase after initiation of physical development (Albertsson-Wikland et al., 1997; Crofton 
et al., 2002; Gupta, 1975; Raynaud et al., 1993; Shirtcliff et al., 2009; Sizonenko and Paunier, 
1975; Wennink et al., 1990; Wennink et al., 1991) and may decrease before full maturation 
is reached [estrogen in girls (Shirtcliff et al., 2009; Wennink et al., 1991)]. Thus, the increase 
in reproductive hormone levels during puberty is not only reaching stable adult levels: hor-
mone levels may decrease at the end of puberty, and physical development continues after 
hormone levels have reached their peak levels. Accordingly, pubertal stages may reflect spe-
cific developmental steps toward adulthood. For example, LH levels in Tanner stage II have a 
more initiation-related function, whereas in Tanner stage IV, LH has a preservative function. 
This suggests that different stages of puberty are differently influenced by genetic and/or 
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environmental factors. In addition, earlier it has been suggested that testosterone levels are 
influenced by age-dependent factors as based on the finding that testosterone levels of fa-
thers and sons did not correlate (Harris et al., 1998). We find that this may also be true for 
other reproductive hormones. In addition, it has been suggested that FSH is more related to 
general development, whereas LH is related to pubertal development (Peper et al., 2010). 
This is in agreement with our current finding that in boys at age 9 years FSH correlated with 
all other hormones and Tanner stages at age 12 years, whereas in 9-year-old girls LH was 
correlated with hormone levels and Tanner stages at age 12 years (see Figures. 3.2 and 3.3). 
Different developmental windows between the sexes may explain the central role of FSH in 
boys vs LH in girls.

Figure 3.3 – Significant phenotypic correlations between secondary sexual characteristics at age 12 
years (middle) and hormone levels at age 9 years (top) and 12 years (bottom) in boys and girls (see 
also Table 3.3). Red: significant genetic correlation (Ra); orange: significant common environmental 
correlation (Rc); blue: significant unique environmental correlation (Re); black: significant phenotypic 
correlation that could not be specified to genetic or environmental correlations. For the sake of clarity, 
correlations between hormones are omitted from the figure; see Figure 3.2 for these correlations.
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Moreover, in addition to different developmental windows, differences in heritabili-
ty estimates between boys and girls may be caused by the following 2 explanations. First, 
the relative influences of genes and environment on pubertal development probably differ 
between boys and girls because of differences in biological mechanisms. During puberty 
testosterone (mainly produced by the testes in boys) plays an important role in masculine 
development, whereas estrogen (mainly produced by the developing follicles in girls) plays 
an important role in feminine development. However, both hormones are present in both 
sexes due to conversion of androgens to testosterone in girls and estrogens in boys and be-
cause other organs also produce sex hormones (e.g., Burger, 2002; Cameron, 2004; Nelson 
and Bulun, 2001). In addition to differences in the production of sex hormones, LH and FSH 
are also differently regulated in boys and girls. Release of both LH and FSH is in part regu-
lated by inhibin-A (in girls) and inhibin-B (in boys and girls). Inhibins A and B are present 
in different amounts in boys and girls (Foster et al., 2004). This suggests that there are dif-
ferent pathways not only for testosterone and estrogen synthesis but also for LH and FSH 
secretion. Second, a sex-specific interaction between a hormone and the environment could 
be involved. Moreover, one can also think of a time-specific hormone-environment interac-
tion. For example, we found that common environmental factors have a high (age 9 years) 
to moderate (age 12 years, not significant) influence on estradiol levels in girls but are esti-
mated to be low for estradiol levels in boys. Because estradiol plays a different role in girls vs 
boys, dietary intake (Sowers et al., 2006) or other common environmental factors may have 
a higher influence on estradiol levels in girls.

The results described in this paper are based on a representative sample of the Dutch 
population. As such, we did not exclude children being overweight or obese, although excess 
adiposity may influence hormonal parameters and pubertal onset; extensive literature ex-
ists on the (possibly nonlinear) relationship between body mass index (BMI) and menarche 
(e.g., Biro et al., 2006; Demerath et al., 2004; Mul et al., 2001; Tinggaard et al., 2012). Because 
in the current cohort, the percentage of children being overweight is representative of the 
Dutch population, the (genetic) results should be interpreted for the population as a whole, 
including overweight children.

The results of this study should be interpreted with some caution. The relatively small 
sample size may potentially lead to instable heritability and environmental estimates. An-
other source of instability may be differences in developmental stages between children of 
the same age because small changes in pubertal development may lead to large effects on 
variance components (Loesch et al., 1995).

In summary, hormone levels at age 9 years are predictive of physical development at 
age 12 years, in part due to a shared genetic origin. Especially FSH in 9-year-old boys and 
LH in 9-year-old girls seem to predict hormone levels and secondary sexual characteristics 
at age 12 years. Variance in hormone levels and physical development was explained by 
different mechanisms (i.e., genetic or environmental) at ages 9 and 12 years in girls, which 
stresses the importance of a specific developmental window when studying the heritability 
of pubertal markers. The third measurement of this longitudinal study is on its way and may 
provide more information on the development of hormone levels and genetic and environ-
mental factors that influence these processes.
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SUPPLEMENTAL MATERIAL

Supplemental Figure 3.1 – The bivariate ADE model. Drawn here is the diagram for only one of the 
twins. For i in {1,2}, Ai represents the additive genetic factor acting on trait i. Di represents the domi-
nant genetic factor acting on trait i. Likewise, Ei represents the unique environmental factor acting on 
trait i. The additive and dominant genetic effects were combined to compute broad heritability of the 
individual traits as ((a11)2 + (d11)2) / ((a11)2 + (d11)2 + (e11)2)  for trait 1 and ((a21)2 + (d21)2 + (a22)2 + 
(d22)2) / ((a21)2 + (d21)2 + (e21)2 + (a22)2 + (d22)2 +(e22)2) for trait 2. Further, a (broad sense) genetic corre-
lation between the broad sense genetic factors was computed as (a11 * a21 + d11* d21)/(√((a11)2 + (d11)2) 
* √((a21)2 + (d21)2 + (a22)2 + (d22)2)). The diagram for the other twin is exactly the same but omitted here 
due to limitations of space. The two diagrams for the twins are connected through the assumptions 
that follow from the twin model: for monozygotic twins, the factors A1 for twin 1 and twin 2 are fully 
correlated (r=1.0); and likewise for A2, D1 and D2. For dizygotic twins, the correlations between factors 
A1 (and A2) for twin1 and twin 2 are by definition equal to 0.5, whereas the correlations between factors 
D1 (and D2) for twin 1 and twin 2 are by definition equal to 0.25. 
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Supplemental Table 3.1 – Twin correlations for hormone levels (a), Tanner stages in boys (b), and 
Tanner stages in girls (c) for all monozygotic (MZ) and dizygotic (DZ) pairs. Data are presented as cor-
relation (number of complete pairs).

a. Hormone levels

LH 9 FSH 9 E2 9 T 9 LH 12 FSH 12 E2 12 T 12

MZ girls 0.73 
(25)

0.45 
(25)

0.65 
(25)

0.67 
(24)

0.72 
(20)

0.60 
(20)

0.84 
(20)

0.46 
(20)

DZ girls 0.02 
(21)

0.17 
(21)

0.72 
(21)

0.40 
(19)

0.46 
(14)

0.31 
(16)

0.57 
(16)

0.08 
(16)

MZ boys 0.76 
(23)

0.87 
(23)

0.87 
(22)

0.59 
(23)

0.91 
(20)

0.95 
(20)

0.56 
(20)

0.79 
(19)

DZ boys 0.37 
(22)

0.13 
(22)

0.39 
(22)

0.14 
(19) 

0.53 
(17)

-0.07 
(17)

0.35 
(17)

0.62 
(15)

DOS boy-girl 0.51 
(19)

0.42 
(19)

0.26 
(20)

0.22 
(20)

0.21 
(15)

0.28 
(15)

0.16 
(15)

0.32 
(15)

b. Tanner stages in boys * 

Tanner-P 12 Tanner-T 12 Tanner-PH 12
MZ boys 0.45 (18) 0.89 (15) 0.87 (18)
DZ boys 0.49 (15) 0.48 (12) 0.74 (16)

c. Tanner stages in girls *

Tanner-B 12 Tanner-PH 12
MZ girls 0.94 (19) 0.90 (17)
DZ girls 0.72 (17) 0.23 (17)

MZ= monozygotic; DZ= dizygotic; DOS= dizygotic opposite sex; E2= estradiol; T= testosterone; Tanner-P= 
penis development; Tanner-T=testes development; Tanner-PH= pubic hair development; Tanner-B= breast 
development.
* Because of lack of variation in Tanner stages in 9-year-old boy and girls, correlations were computed for
age 12 only
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Supplemental Table 3.2 – Unstandardized variance components for genetic, common environmental 
and unique environmental influences on hormone levels at age 9 and 12 in boys (a) and girls (b).

a. Boys

Modela Genetic 
Variancea

Common Environmen-
tal Variance

Environmental 
Variance

Age 9 LH ADE 0.080 - 0.017
FSH ADE 0.059 - 0.007
E2 ACE 0.071 0.013 0.014
T ADE 0.071 - 0.040

Age 12 LH ADE 0.182 - 0.014
FSH ADE 0.067 - 0.004
E2 ACE 0.027 0.006 0.022
T ADE 0.107 - 0.030

b. Girls

Modela Genetic 
Variancea

Common Environmen-
tal Variance

Environmental 
Variance

Age 9 LH ADE 0.075 - 0.032
FSH ADE 0.031 - 0.041
E2 ACE 0.001 0.032 0.018
T ADE 0.086 - 0.033

Age 12 LH ADE 0.143 - 0.076
FSH ADE 0.029 - 0.022
E2 ACE 0.032 0.014 0.011
T ADE 0.036 - 0.032

E2= estradiol; T= testosterone.
a Based on twin correlations, an ACE model was fitted for estradiol in boys and girls, and all Tanner scales in 
both boys and girls.  For the other variables, an ADE model was fitted. Column 4 contains an estimate of addi-
tive genetic variance in the case of an ACE model, and an estimate of additive + non-additive genetic variance 
in the case of an ADE model.
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Supplemental Figure 3.2 – Normative hormone levels of 9 and 12-year-old boys categorized accord-
ing to Tanner stages (T1 – T4). Light grey: penis development; medium grey: testes development; dark 
grey: pubic hair development. Error bars represent standard error.
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Supplemental Figure 3.3 – Normative hormone levels of 9 and 12-year-old girls categorized accord-
ing to Tanner stages (T1 – T5). Light grey: breast development; medium grey: pubic hair develop-
ment. Error bars represent standard error.
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ABSTRACT 
Puberty is characterized by major changes in hormone levels and structural changes in the 
brain. To what extent these changes are associated and to what extent genes or environmen-
tal influences drive such an association is not clear. We acquired circulating levels of lutein-
izing hormone, follicle stimulating hormone (FSH), estradiol and testosterone and magnetic 
resonance images of the brain from 190 twins at age 9 [9.2 (0.11) years; 99 females/91 
males]. This protocol was repeated at age 12 [12.1 (0.26) years] in 125 of these children 
(59 females/66 males). Using voxel-based morphometry, we tested whether circulating hor-
mone levels are associated with grey matter density in boys and girls in a longitudinal, ge-
netically informative design. In girls, changes in FSH level between the age of 9 and 12 posi-
tively associated with changes in grey matter density in areas covering the left hippocampus, 
left (pre)frontal areas, right cerebellum, and left anterior cingulate and precuneus. This as-
sociation was mainly driven by environmental factors unique to the individual (i.e. the non-
shared environment). In 12-year old girls, a higher level of circulating estradiol levels was 
associated with lower grey matter density in frontal and parietal areas. This association was 
driven by environmental factors shared among the members of a twin pair. These findings 
show a pattern of physical and brain development going hand in hand.

INTRODUCTION
Pubertal sex steroids have organizational and activating effects on brain structure, and on 
structural and functional connectivity (see reviews by Ladouceur et al., 2012; Peper et al., 
2011a; Peper et al., 2011b; Sisk and Zehr, 2005). The study of healthy pubertal brain devel-
opment is considered to be important in the light of the age of onset of psychiatric diseas-
es. Several psychiatric diseases show their first symptoms during puberty and adolescence 
(Kessler et al., 2007) and it is thought that in this sensitive period, aberrant brain develop-
ment occurs (Insel, 2010). Gonodal hormones, as well as adrenal hormones, are thought to 
be important for teenage mental health (Marceau et al., 2015).

Several studies have found associations between pubertal hormones and brain struc-
ture (Bramen et al., 2011; Bramen et al., 2012; Herting et al., 2012; Herting et al., 2014; 
Koolschijn et al., 2014; Neufang et al., 2009; Nguyen et al., 2013a; Nguyen et al., 2013b; Peper 
et al., 2008; Peper et al., 2009a; Perrin et al., 2008). However, findings differ considerably 
between studies. Cross-sectionally, testosterone levels have been positively associated with 
whole brain size (boys; Peper et al., 2009a) and white matter volume (boys; Perrin et al., 
2008; both sexes; Herting et al., 2014), amygdala (sexes combined; Neufang et al., 2009; sex 
× testosterone × time interaction; Herting et al., 2014) and hippocampal volume (sexes com-
bined; Neufang et al., 2009) and have been negatively associated with cortical grey matter 
(girls; Bramen et al., 2011) and cortical volume (sexes combined; ACC and OFC Koolschijn 
et al., 2014). Changes in testosterone levels have been associated with both thinning of the 
cortex (boys) and thickening of the cortex (girls) (Nguyen et al., 2013a). The few studies 
measuring estradiol and brain structure have found higher estradiol levels associated with 
smaller grey matter density and grey matter volume (girls; Peper et al., 2009a), smaller ACC 
volume (both boys and girls; Koolschijn et al., 2014), larger parahippocampal volume (sexes 
combined; Neufang et al., 2009) and smaller white matter volume and right amygdala (girls, 
Herting et al., 2014). Zooming in on white matter, a positive association between fractional 
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anisotropy and testosterone has been found in boys and a negative associating between es-
tradiol and fractional anisotropy in girls (Herting et al., 2012). These findings are not easily 
summarized, possibly due to the fast changes that adolescents undergo in both hormone 
levels and brain structure during adolescence. The strong interaction between age and pu-
bertal development and differences in timing of puberty between the sexes may also play a 
role. Longitudinal studies combining pubertal development and brain maturation may pro-
vide a clearer picture. Thus far, these studies have mainly focused on testosterone (Herting 
et al., 2014; Nguyen et al., 2013a); in combination with dehydroepiandrosteron (Nguyen et 
al., 2013b), and testosterone receptors (Raznahan et al., 2010). The effect of estradiol on 
brain structure has been studied in a longitudinal way only recently (Herting et al., 2014): 
estradiol predicted white matter and right amygdala growth, and grey matter volume de-
crease in both boys and girls.

Here we investigate the associations of puberty-related hormones and brain structure 
in a longitudinal twin sample at ages 9 and 12 years. We acquired MRI brain images and 
assessed circulating luteinizing hormone (LH), follicle stimulating hormone (FSH), and es-
tradiol levels in urine, and testosterone levels in saliva. Our previous work in this sample has 
shown that genetic factors influence (a) gray and white matter density of the brain at age 9 
(Peper et al., 2009b); (b) fractional anisotropy in the main fiber tracts at age 9 and 12 (Brou-
wer et al., 2010a; Brouwer et al., 2012); (c) the extent to which brain volume (van Soelen 
et al., 2013) and cortical thickness (van Soelen et al., 2012a) changes between the age of 9 
and 12 years. Variation in hormone levels were also mainly driven by genes at both ages, the 
exception being estradiol in girls, which seems to be influenced by a common environmental 
factor (Koenis et al., 2013). At age 9, a positive association between luteinizing hormone 
(LH) and white matter density in areas covering the splenium, left cingulum and bilateral 
middle temporal gyrus was seen in both sexes combined, but no correlations between the 
other hormones and the brain were found (Peper et al., 2008). Three years later at age 12, 
variation in hormone levels increased substantially, and more children had entered puberty. 
Here we explore the relationship between pubertal hormones and grey matter density in a 
genetically informative longitudinal design. We expect that higher hormone levels are asso-
ciated with a more mature brain, i.e. lower cortical grey matter density. Decreasing cortical 
gray matter density is a process that occurs throughout childhood and adolescence. Cortical 
regions associated with basic functions such as vision and motor skills mature earlier than 
regions associated with higher order functions (Gogtay et al., 2004). However, the biologi-
cal mechanisms underlying cortical thinning as observed with MRI are not clear: Cortical 
thinning is thought to reflect either myelination of fiber bundles close to the cortex (Paus 
et al., 2001), or synaptic pruning. The latter idea is based on the use-it-or-lose-it principle: 
dendrites and synapses that are not essential may be removed during development (Hutten-
locher et al., 1982).

The twin sample allows (Boomsma et al., 2002) assessing whether associations among 
measures of grey matter density in the brain and hormone levels can be attributed to varia-
tions in the genome (genetic pleiotropy) or can be attributed to environmental factors that 
influence both phenotypes.
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METHODS

Subjects
Twins families from the Netherlands Twin Registry (van Beijsterveldt et al., 2013) were re-
cruited for the BrainSCALE project (van Soelen et al. 2012b). At the first assessment at age 9 
years (mean 9.2, SD 0.11 years), 190 twin subjects (99 females/91 males; 21 complete MZF 
pairs, 16 complete DZF pairs, 17 complete MZM pairs, 16 complete DZM pairs; 19 females 
and 14 males part of an opposite sex twin pair) underwent an extensive MRI protocol at the 
University Medical Center Utrecht, as was described before (Peper et al., 2009a; Peper et 
al., 2009b; van Soelen et al., 2012b). Exclusion criteria consisted of having a pacemaker, any 
metal material in the head and a known history of any psychiatric illness or major medical 
condition. Urine and saliva samples were collected on two consecutive weekdays for assess-
ment of hormonal levels. Three years later, 125 participants returned for follow-up meas-
urements at the University Medical Center Utrecht (mean age of twins 12.1, SD 0.24 years) 
(59 females/66 males; 10 complete MZF pairs, 10 complete DZF pairs, 13 complete MZM 
pairs, 8 complete DZM pairs, 11 females and 13 males part of an opposite sex twin pair). 113 
children were scanned twice (60 boys, 53 girls). Zygosity of same-sex twins was confirmed 
by genome-wide SNP data. Both parents and children gave written informed consent to par-
ticipate in the study. The study was approved by the Central Committee on Research involv-
ing Human Subjects of the Netherlands (CCMO) and was in agreement with the Declaration 
of Helsinki (Edinburgh amendments).

Hormonal measurements
At both assessments, luteinizing hormone (LH), follicle stimulating hormone (FSH) and es-
tradiol levels were determined in first morning urine on two consecutive days, by means of 
competitive immunometric luminescence assays (Architect, Abbott Laboratories, Diagnostic 
Division Abbott Park, Illinois, USA). Testosterone levels were obtained from saliva sampled 
after waking up, which were collected on the same days as the morning urine samples (com-
petitive immunometric luminescence assay, IBL Hamburg, Germany). The lower limits for 
detection were 0.11 U/l (units/liter) for FSH, 0.1 U/l for LH, 150 pmol/l for estradiol and 11 
pmol/l for testosterone. Hormonal levels were assessed by the endocrinological laboratory 
of clinical chemistry of the VU Medical Center in Amsterdam. At age 9, none of the subjects 
had attained menarche. At age 12, 16 girls had attained menarche of which 1 reported a 
regular cycle. None of the participants used oral contraceptives.

LH, FSH and total estradiol levels were divided by creatinine levels, thus correcting for 
variations in urine excretion rate (Kesner et al., 1998). All hormonal levels were averaged 
over the 2 days (if present for both days). Some children had hormone levels below detec-
tion limit on one or both days (Table 4.1). When data were available on 1 day only, these 
were entered into the analyses. The distributions of these levels were highly skewed to the 
left and log-transformed data were entered in all subsequent analyses. After transformation, 
hormonal data satisfied Mardia’s test for multivariate normal distributions (p-skewness 
0.22/0.19, p-kurtosis 0.29/0.06 in girls and boys, respectively).

Tanner stages were assessed using the Tanner scales of development (Tanner, 1962) 
through a physical exam by a trained researcher. If children were uncomfortable with the 
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procedure, they were asked to point out their status on photographs, which were accompa-
nied by an oral explanation of the researcher (only at age 12, 30% boys, 15% girls). A subset 
of children completed a self-report and a physical exam, and ICC values ranged between 0.73 
and 0.77 except for genital development in boys (0.44). When available, we used the data 
as assessed by the researcher. The genetic analyses of variation in the hormone levels and 
associations between hormones levels and Tanner stages have been published elsewhere 
(Koenis et al., 2013).

Table 4.1 – Demographics

First assessment 
Age 9

Second assessment 
Age 12

Female Male Female Male

Number of twin subjects 99 91 59 66
Mean age [years, (range)] 9.2 (9.0–9.6) 9.2 (9.0–9.6) 12.1 (11.7–13.1) 12.1 (11.7–13.1)
MZ subjects (complete pairs) 43 (21) 39 (17) 26 (10) 30 (13)
DZ subjects (complete pairs)a 56 (16) 52 (16) 33 (10) 36 (8)
Total brain volume (ml) (SD) 1264.1 (85.5) 1407.5 (92.8) 1272.1 (96.0) 1423.5 (91.7)
Cerebral grey matter volume (ml) (SD) 673.1 (49.4) 737.1 (50.4) 655.4 (54.8) 725.7 (50.3)
Cerebral white matter volume (ml) (SD) 430.7 (39.7) 493.8 (45.0) 454.4 (45.4) 520.8 (46.7)
LH (U/mmol creatinine) (SD)b 0.02 (0.01) 0.02 (0.03) 0.21 (0.22) 0.18 (0.14)
Number of subjects below detection limit  
    on 0/1/2 days

28/20/51 33/26/33 53/3/3 62/3/1 

FSH (U/mmol creatinine) (SD)b 0.47 (0.33) 0.27 (0.18) 0.92 (0.51) 0.43 (0.33)
Number of subjects below detection limit  
    on 0/1/2 days

98/0/0 90/1/0 59/0/0 66/0/0 

Estradiol (pmol/mmol creatinine) (SD)b 120.8 (81.3) 135.5 (124.9) 344.2 (238.1) 203.2 (136.1)
Number of subjects below detection limit  
    on 0/1/2 days

97/2/0 87/2/0 58/1/0 66/0/0 

Testosterone (pmol/l) (SD)b 31.1 (22.7) 26.1 (26.8) 59.6 (40.1) 68.2 (82.4)
Number of subjects below detection limit  
    on 0/1/2 days

85/7/3 82/6/3 58/1/0 57/6/3 

Abbreviations: MZ, monozygote; DZ, dizygote; LH, luteinizing hormone; FSH, follicle stimulating hormone
aAt age 9, 19 females/14 males were part of an opposite-sex twin pair. At age 12, 11 females/13 males were 
part of an opposite-sex twin pair
b Means and standard deviations are given for the group of children that produced levels above the detection limits. 
See Koenis et al., 2013 for more information on the hormone levels and their (genetic) associations

MRI acquisition and voxel based morphometry
For both assessments, structural magnetic resonance images were made on a 1.5 Tesla 
Philips Achieva scanner (Philips, Best, the Netherlands) using the same protocol. A three-di-
mensional T1-weighted scan (Spoiled Gradient Echo; TE = 4.6 ms; TR = 30 ms; flip angle 30°; 
160–180 contiguous coronal slices of 1.2 mm; in-plane resolution 1 × 1 mm2; acquisition 
matrix 256 × 256) of the whole head was acquired of each subject. Intracranial masks were 
obtained as described in (van Soelen et al., 2013). Each voxel in the intracranium was seg-
mented into fractions of grey matter, white matter and cerebrospinal fluid using partial vol-
ume segmentation (Brouwer et al., 2010b). This segmentation was used to obtain estimates 
of total brain volume, and grey and white matter volume of the cerebrum. After segmenta-
tion, images were blurred with a 3D Gaussian kernel with full-width half-max of 8 mm and 
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subsequently warped into model space: a linear transformation to the model brain [based 
on optimizing a joint entropy mutual information metric (Maes et al., 1997)] was followed 
by nonlinear transformations with a precision up to 4 mm (ANIMAL, Collins et al., 1995). 
The model brain was created from the T1-weighted images of the twins and their older sib-
lings in this study at baseline, as was described before in (Peper et al., 2008). Finally, voxels 
were resampled to 2 × 2 × 2.4 mm3 to increase statistical power. The remaining images rep-
resent the local presence, or so-called density of grey matter. Magnetic resonance imaging 
and post-processing of the MRI data was done at the University Medical Center, Utrecht.

Statistical analysis
Analyses were carried out for boys and girls separately, as hormone production and subse-
quent physical (brain) changes may be assumed to be sex-specific. All available data were 
entered into the analyses, regardless whether subjects participated at age 9, age 12, or both. 
All analyses were implemented in OpenMx (Boker et al., 2011). Missing data were handled 
using the full information maximum likelihood procedure. We estimated correlations be-
tween changes in hormone level and changes in grey matter density in each voxel in a lon-
gitudinal design (Figure 4.1), for each hormone and for boys and girls separately. In this 
model, the variance of the latent change variable VchGM “change of grey matter density” is 
modeled as Var(density age 9) + Var(density age 12) – 2Cov(density age 9,density age 12) = a22 + c22 + e22 + a42 + c42 + 
e42 –2(a2*rg(2,4)*a4 + c2*rc(2,4)*c4 + e2* re(2,4)*e4). Variance of latent change in hormone level VchH 
was defined likewise. The covariance between change in grey matter density and change 
in hormone was modeled as Cov(chGM,chH) = Cov(hormone age 12, density age 12)  +  Cov(hormone age 9, density age 

9) – Cov(hormone age 9, density age 12) – Cov(hormone age 12, density age 9) = a3*rg(3,4)*a4 + c3*rc(3,4)*c4 + e3*re(3,4)*e4 + 
a1*rg(1,2)*a2 + c1*rc(1,2)*c2 + e1*re(1,2)*e2 – a1* rg(1,4)*a4 – c1*rc(1,4)*c4 – e1*re(1,4)*e4 – a2*rg(2,3)*a3 – c2*
rc(2,3)*c3 – e2*re(2,3)*e3. We first tested whether change in hormone level was associated with 
change in grey matter density by constraining the correlation Cov(chGM,chH)/sqrt(VchGM*VchH) 
to be zero. Minus twice the difference of log-likelihoods of these models was distributed as 
a Chi-square distribution with one degree of freedom. Then, we tested in the same longitu-
dinal model whether the hormone and density were associated at age 12 by constraining  
Cov(hormone age 12, density age 12) to equal zero. Associations at age 9 have been published before (Pep-
er et al., 2008). For each of these analyses, we corrected for multiple comparisons using the 
False Discovery Rate (FDR) (Genovese et al. 2002) at an FDR level of 0.05.

For the associations that reached whole brain significance (i.e. significant after FDR 
correction for multiple comparisons), we investigated whether the association was driven 
by genes or environment. Twin data allows for disentanglement of these factors, which fol-
lows from comparing monozygotic (MZ) and dizygotic (DZ) twin pairs. MZ pairs have the 
same genetic make-up, while DZ pairs on average share 50% of their segregating genes. If 
cross-trait/cross-twin correlations (e.g. the correlation between grey matter density of twin 
1 and hormone level of twin 2) are larger in MZ twins than in DZ twins, there is a genetic 
component to the association. If this correlation is less than twice as large in MZ twins com-
pared to DZ twins, there is a common environmental correlation between the two traits. 
Finally, it is possible that a unique environmental component drives the association between 
two traits. In that case, there is a correlation between the two traits, but only within persons 
(and not between members of a twin pair. The extent to which the genetic or environmental 
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correlations explain the phenotypic correlation between two traits, depends on the etiology 
of the traits, as for example, the genetic correlation is weighted by the square root of the her-
itabilities. We therefore also computed the rph-a, rph-c and rph-e: rph-a can be seen as the 
correlation that would have been observed if only genetic factors play a role and is defined 
as the covariance between two trait due to genetic factors, divided by the sqrt of variances 
of those two traits. In case of the change between hormone level and change in grey matter 
density, this equals (a3*rg(3,4)*a4 + a1*rg(1,2)*a2 – a1*rg(1,4)*a4 – a2*rg(2,3)*a3)/sqrt(VchGM*VchH). rph-c 
and rph-e are defined likewise (Toulopoulou et al., 2007).

As a post hoc analysis, we investigated whether our results could be driven by the 
(small) differences in age at each measurement or scanning interval, we repeated the anal-
yses in whole brain significant voxels with a correction for age at each measurement sepa-
rately.

Figure 4.1 – Path diagram representing the longitudinal genetic model fitted to the data collected at 
age 9 and 12. For simplicity, only the diagram for twin 1 is shown. The genetic components A1 to A4 of 
twin 1 are connected to those of twin 2 with a correlation of 1 in monozygotic twins, and 0.5 in dizygot-
ic twins. The common environmental components C1 to C4 of twin 1 are connected to those of twin 2 
with a correlation of 1 by definition. For visualization purposes, the common and unique environmen-
tal correlations and paths are not labeled. The submodel that was used to investigate the association 
between estradiol and grey matter density at age 12 only is colored green.
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RESULTS
Demographic characteristics can be found in Table 4.1. Hormone levels increased for all hor-
mones in both boys and girls (p < 0.001; see Figure 4.2). Correlations between hormones 
have been described previously in (Koenis et al., 2013). In summary, in boys of age 9, LH cor-
related with FSH (r = 0.62). At age 12, LH correlated with all the other hormones (r ~ 0.5). In 
girls of age 9, LH, FSH and estradiol correlated with each other (ranging from 0.2 to 0.6). At 
age 12, LH correlated with all other hormones (r ~ 0.45) (Koenis et al., 2013). The distribu-
tion of Tanner stages can be found in Supplemental Figure 4.1. Cross-sectionally, there were 
no significant correlations between hormone levels and total, grey, or white matter volume 
at either age 9 or age 12.

Figure 4.2a – Changes in hormone levels over time in girls
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Longitudinal analysis change in hormone levels and change in grey matter density
On average, hormone levels increased from ages 9 to 12, while grey matter density de-
creased on average. In girls, there was a significant positive association between change in 
FSH levels and change in grey matter density in areas covering the left hippocampus, left 
(pre)frontal areas, right cerebellum, and left anterior cingulate and precuneus (Figure 4.3; 
average correlation 0.45, Critical χ2 = 11.60, FDR corrected at alpha level of 0.05, df = 1). 
Within these voxels, we investigated whether there was a shared genetic, common environ-
mental or unique environmental component explaining both changes in FSH and changes in 
grey matter density. 

Figure 4.2b – Changes in hormone levels over time in boys
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Figure 4.3 – Significant positive associations between changes in grey matter density and changes in 
FSH levels in girls (FDR corrected; alpha = 0.05). Clusters of positive associations were found in the left 
hippocampus (middle panelinset), left frontal areas (top andmiddle panel), left precuneus (top and 
bottom panel), and right cerebellum (bottom panel). Bottom right the average correlation between 
changes in grey matter density and changes in FSH split up into the contribution of genetic influenc-
es shared by the two phenotypes (rph-a), common environmental influences shared by the two phe-
notypes (rph-c) and contribution of unique environmental influences shared by the two phenotypes 
(rph-e). These three add up to the observed phenotypic correlation.

In 58% of these voxels, the association was driven by an environmental factor unique 
to the individual, influencing both grey matter density changes and changes in FSH (Critical 
χ2 = 4.76, FDR corrected at alpha level of 0.05, df = 1). In the remaining 42% of the voxels, 
individual contributions of genetic or environmental sources contributing to the correlation 
between change in estradiol and change in grey matter density did not reach whole brain 
significance. When correcting for the small age differences within either measurement, con-
clusions did not change.

There were no whole-brain significant correlations between the change in grey matter 
density and the change in hormone levels for the other hormones in girls, nor were any sig-
nificant associations found in boys.
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Associations between hormone levels and grey matter density at age 12
We found significant negative correlations between grey matter density and estradiol levels 
in girls at age 12, in mainly left frontal and parietal cortical areas (Figure 4.4; Average corre-
lation -0.47, Critical χ2 = 12.58, FDR corrected at alpha level of 0.05; df = 1). Within these vox-
els, we investigated whether there was a shared genetic, common environmental or unique 
environmental component explaining both estradiol level and grey matter density, but these 
could not be disentangled, or rather, effects were not so large that they survived the correc-
tion for multiple comparisons. The nature of the results did not change when correcting for 
the small age differences within either measurement.

When we investigated this association in a model with fewer degrees of freedom, using 
a bivariate model incorporating data at age 12 only (submodel in Figure 4.1), significant 
associations between estradiol and grey matter density at age 12 were found in the same 
frontal and parietal areas, but were much more widespread. A significant contribution of 
common environmental influences could be determined (9% of the voxels, critical χ2 = 8.05, 
FDR corrected at alpha level of 0.05; Supplemental Figures 4.2 and 4.3). In the remaining 
91% of the voxels, individual contributions of genetic or environmental sources contribut-
ing to the correlation between estradiol and grey matter density did not reach whole brain 
significance.

No other associations between hormone levels and grey matter density were found at 
age 12 in girls. No associations were found in boys.

Figure 4.4 – Significant negative associations between grey matter density and estradiol levels in girls 
at age 12 (FDR corrected; alpha = 0.05). Associations were predominantly found in (left) frontal and 
parietal areas.
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DISCUSSION
In this study we measured the influence of pubertal hormones on brain structure between 
9 and 12 years of age and the extent to which these associations might be due to genetic 
and environmental influences. The main finding is that, in girls between the ages of 9 and 
12, changes in FSH were associated with changes in areas covering the left hippocampus, 
left (pre)frontal areas, right cerebellum, and left anterior cingulate and precuneus. These 
associations were driven by unique environmental factors. Moreover, in 12-year-old girls, 
higher estradiol levels were associated with lower grey matter density, mainly in frontal and 
parietal areas. The associations between estradiol and grey matter densities were driven by 
common environmental influences.

Apart from our earlier work in which we showed no associations between FSH and the 
brain at ages 9–15 (Peper et al., 2008; Peper et al., 2009a), there has been little investiga-
tion of FSH in the healthy developing brain. Here, we found changes in FSH to be associated 
with changes in grey matter density, most interestingly in the left hippocampus. Hippocam-
pal volumes have been shown to associate with Tanner stage in a nonlinear fashion in girls 
(Goddings et al., 2014) but not with sex steroid levels (Herting et al., 2014). Our results now 
suggest that maybe FSH is responsible for hippocampal growth in girls in the early phases 
of puberty. At this time, the environmental factors that explain both changes in FSH and grey 
matter density are unknown. There is a genetic variant for a FSH receptor gene that strongly 
influences the onset of puberty (Hagen et al., 2014), but our findings suggest genetic vari-
ants influencing FSH do not also influence the changes in grey matter density. Girls that are 
developing fast (indicating by a large increase in FSH) also obtain new (social) behavior. In-
deed, early maturing girls are hypothesized to have the most adjustment difficulties because 
they are physically most deviant from their peers or alternatively, because they have the 
shortest period of time to adjust to new social and behavioral norms (Negriff and Susman, 
2011). Early maturation in girls has been associated with risk for adult psychopathology 
(Graber, 2013) but also with a lower social competence (Westling et al., 2012). We may spec-
ulate that these social demands are reflected in the brain.

At age 12, we find that estradiol is negatively associated with grey matter density in 
girls. The associations are most prominent in the frontal and parietal brain areas. A similar 
pattern was seen in the older sisters of the twins in our cohort (Peper et al., 2009a). Both a 
higher estradiol level and less grey matter density (or cortical thinning) are signs of matura-
tion. Here we show that the estradiol and grey matter density are related already at age 12. 
These findings cannot be attributed to influences of age, both of which are clearly associated 
with estradiol and grey matter density, since all the individuals included in the current co-
hort were 12 years at the time of the assessment. It is an interesting observation that much 
more voxels reached significance when we considered a model incorporation data from age 
12 only. The longitudinal model is more flexible in the sense that there are more parameters, 
hence the drop in log-likelihood will be probably be smaller, leading to a smaller number of 
voxels that survive FDR correction for multiple comparisons.

The association between grey matter density and estradiol was mainly explained by 
common environmental factors shared by twins raised in the same family. As to the environ-
mental factors that may explain the link between estradiol levels and gray matter density in 
girls we can only speculate. Possible candidates for this environmental source are nutrition, 
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as body mass index has been shown to advance the start of puberty (Wagner et al., 2012), 
or father absence, the effect of which is moderated by ethnicity and income (Deardorff et 
al., 2011). Although the evidence for a shared genetic background for pubertal brain de-
velopment and pubertal hormones is limited in our cohort, there are certainly genes that 
influence both processes. Recent studies showed effects of the number of a polymorphic 
trinucleotide repeat in a gene encoding for the androgen receptor in both white (Perrin et 
al., 2008) and grey matter (Raznahan et al., 2010). The latter study showed that a lower 
number of repeats, i.e. the more efficient variant, was associated with a more masculine 
cortical maturation pattern.

It remains an open question whether FSH or estradiol cause these changes in grey mat-
ter density. Although both FSH receptors and estradiol receptors are expressed in the brain 
(Hawrylycz et al., 2012), these receptors are not overly expressed in the regions in which 
we now observe associations between grey matter density and these hormones. Indeed, it 
may be that an earlier pubertal marker triggers the full cascade of both hormonal and brain 
changes. Examples of these include gonadotropin releasing hormone (GnRH), kiss-peptins 
that stimulate GnRH (Smith and Clarke, 2007) or other factors triggering the growth spurt 
such as growth hormone, or insulin-like growth factor (Styne, 2003). Another promising 
candidate is the steroid hormone dehydroepiandosterone (DHEA) which has been shown to 
associate with cortical thickness, especially in the age range between 4 and 13 years (Nguy-
en et al., 2013b). These authors also show an interaction effect of DHEA and testosterone 
on cortical thickness. It is very likely that a combination of different hormonal influences is 
leading to the brain changes we observe in puberty.

The idea that another hormone is implicated in both brain changes and physical mat-
uration during puberty may also explain why thus far, no associations between estradiol 
and decreases of grey matter density have been found in boys. Another explanation of the 
absence of such an association in boys may be the delayed pubertal maturation of boys com-
pared to girls. This delay occurs both in physical development (Mul et al., 2001) and in brain 
maturation (Raznahan et al., 2010) as characterized by cortical grey matter changes. The 
distribution of the Tanner stages (Supplemental Figure 4.1) shows that this is indeed the 
case in our cohort. The observation that the boys in our cohort are simply “too young” to 
show much variations in levels of hormones, specifically testosterone, may also explain the 
differences between our study and those of others that show associations between testos-
terone and the brain in boys (e.g. Nguyen et al., 2013a; Nguyen et al., 2013b; Raznahan et al., 
2010). That said, levels of sex steroids are different in boys and girls once they proceed into 
puberty, and this may be used as an argument that not the sex steroids, but earlier (pubertal) 
hormones are responsible for grey matter maturation. Another finding in favor of the view 
that pubertal brain changes are not driven by sex steroid production is the finding that at age 
9, the children in our cohort with the first signs of secondary sexual characteristics showed 
decreased grey matter density in (pre)frontal and parietal areas (Peper et al., 2009b), while 
direct associations between the sex steroids and brain structure were not present at that 
time (Peper et al., 2008).

There are several limitations to take into account when interpreting the findings of our 
study. First, some girls (27%) already attained menarche at age 12, but only one reported a 
regular cycle. It was therefore not possible to correct for variation in menstrual cycle reliably. 
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As hormone levels and brain structure (e.g. Pletzer et al., 2010) have been shown to fluctuate 
with the menstrual cycle in adult women, we cannot rule out an influence of menstrual cycle 
on our findings. Second, the reliability of hormone level measurements decreases when the 
levels are closer to the detection limit (see e.g. Bay et al., 2004; Rosner et al., 2007). This may 
explain the lack of findings, probably more so at age 9. Third, our age range was very limited 
(9.0–9.6)/(11.7–13.1) at first and second assessment respectively, with 80% of participants 
between (9.1–9.4) and (11.8–12.4). Nevertheless, age at scanning or differences in scanning 
interval may have an influence on the results. However, correlations between age at scan-
ning/scan interval and hormone levels or brain volumes at one assessment were not signifi-
cant, apart from testosterone and age in girls at the second assessment, and this correlation 
disappeared when removing one outlier for age, suggesting that the influence of variation 
in age or scanning interval is very limited in this cohort. Fourth, while being relatively large 
for an imaging sample in twins, the cohort is small in terms of twin-modeling. Especially the 
LH analyses at age 9 (with a lot of children producing below the detection limit) could have 
been underpowered. When interpreting the findings, one should keep in mind that absence 
of (genetic) associations between density and hormone levels could originate from a lack of 
power. Finally, while all individuals were of approximately the same age, the developmental 
stages may well have differed between the sexes, with boys being in an earlier developmen-
tal stage as compared to the girls (Mul et al., 2001). Thus, effects may turn up later in the 
boys than the girls and would therefore have been left disguised at this early age in puberty.

REFERENCES
Bay K, Andersson A-M, Skakkebaek NE (2004): Estradiol levels in prepubertal boys and girls--analytical 

challenges. Int J Androl 27:266–73.
van Beijsterveldt CEM, Groen-Blokhuis M, Hottenga JJ, Franić S, Hudziak JJ, Lamb D, Huppertz C, de 

Zeeuw E, Nivard M, Schutte N, et al. (2013): The Young Netherlands Twin Register (YNTR): longi-
tudinal twin and family studies in over 70,000 children. Twin Res Hum Genet 16:252–67.

Boker S, Neale M, Maes H, Wilde M, Spiegel M, Brick T, Spies J, Estabrook R, Kenny S, Bates T, et al. 
(2011): OpenMx: An Open Source Extended Structural Equation Modeling Framework. Psycho-
metrika 76:306–317.

Boomsma D, Busjahn A, Peltonen L (2002): Classical twin studies and beyond. Nat Rev Genet 3:872–82.
Bramen JE, Hranilovich JA, Dahl RE, Chen J, Rosso C, Forbes EE, Dinov ID, Worthman CM, Sowell ER 

(2012): Sex matters during adolescence: testosterone-related cortical thickness maturation dif-
fers between boys and girls. PLoS One 7:e33850.

Bramen JE, Hranilovich JA, Dahl RE, Forbes EE, Chen J, Toga AW, Dinov ID, Worthman CM, Sowell ER 
(2011): Puberty influences medial temporal lobe and cortical gray matter maturation differently 
in boys than girls matched for sexual maturity. Cereb Cortex 21:636–46.

Brouwer RM, Mandl RCW, Schnack HG, Soelen ILC van, Baal GC van, Peper JS, Kahn RS, Boomsma DI, 
Hulshoff Pol HE (2012): White matter development in early puberty: A longitudinal volumetric 
and diffusion tensor imaging twin study. PLoS One 7:1–10.

Brouwer RM, Mandl RCW, Peper JS, van Baal GCM, Kahn RS, Boomsma DI, Hulshoff Pol HE (2010a): 
Heritability of DTI and MTR in nine-year-old children. Neuroimage 53:1085–1092.

Brouwer RM, Hulshoff Pol HE, Schnack HG (2010b): Segmentation of MRI brain scans using non-uni-
form partial volume densities. Neuroimage 49:467–77.

Collins DL, Holmes CJ, Peters TM, Evans AC (1995): Automatic 3-D model-based neuroanatomical seg-
mentation. Hum Brain Mapp 3:190–208.

Deardorff J, Ekwaru JP, Kushi LH, Ellis BJ, Greenspan LC, Mirabedi A, Landaverde EG, Hiatt RA (2011): 
Father absence, body mass index, and pubertal timing in girls: differential effects by family in-
come and ethnicity. J Adolesc Health 48:441–7.

Goddings AL, Mills KL, Clasen LS, Giedd JN, Viner RM, Blakemore SJ (2014): The influence of puberty on 



4

Hormone levels and grey matter density in young twins

75

subcortical brain development. Neuroimage 88:242–251.
Gogtay N, Giedd JN, Lusk L, Hayashi KM, Greenstein D, Vaituzis  a C, Nugent TF, Herman DH, Clasen 

LS, Toga AW, et al. (2004): Dynamic mapping of human cortical development during childhood 
through early adulthood. Proc Natl Acad Sci U S A 101:8174–9.

Graber JA (2013): Pubertal timing and the development of psychopathology in adolescence and be-
yond. Horm Behav 64:262–9.

Hagen CP, Sørensen K, Aksglaede L, Mouritsen A, Mieritz MG, Tinggaard J, Wohlfart-Veje C, Petersen 
JH, Main KM, Rajpert-De Meyts E, et al. (2014): Pubertal onset in girls is strongly influenced by 
genetic variation affecting FSH action. Sci Rep 4:6412.

Hawrylycz MJ, Lein ES, Guillozet-Bongaarts AL, Shen EH, Ng L, Miller JA, van de Lagemaat LN, Smith KA, 
Ebbert A, Riley ZL, et al. (2012): An anatomically comprehensive atlas of the adult human brain 
transcriptome. Nature 489:391–9.

Herting MM, Maxwell EC, Irvine C, Nagel BJ (2012): The impact of sex, puberty, and hormones on white 
matter microstructure in adolescents. Cereb Cortex 22:1979–1992.

Herting MM, Gautam P, Spielberg JM, Kan E, Dahl RE, Sowell ER (2014): The role of testosterone and 
estradiol in brain volume changes across adolescence: a longitudinal structural MRI study. Hum 
Brain Mapp 35:5633–45.

Huttenlocher PR, de Courten C, Garey LJ, Van der Loos H (1982): Synaptogenesis in human visual cor-
tex--evidence for synapse elimination during normal development. Neurosci Lett 33:247–52.

Insel TR (2010): Rethinking schizophrenia. Nature 468:187–93.
Kesner JS, Knecht EA, Krieg EF, Wilcox AJ, O’Connor JF (1998): Detecting pre-ovulatory luteinizing hor-

mone surges in urine. Hum Reprod 13:15–21.
Kessler RC, Angermeyer M, Anthony JC, DE Graaf R, Demyttenaere K, Gasquet I, DE Girolamo G, Gluzman 

S, Gureje O, Haro JM, et al. (2007): Lifetime prevalence and age-of-onset distributions of mental 
disorders in the World Health Organization’s World Mental Health Survey Initiative. World Psy-
chiatry 6:168–76.

Koenis MMG, Brouwer RM, Van Baal GCM, Van Soelen ILC, Peper JS, Van Leeuwen M, Delemarre-Van 
De Waal HA, Boomsma DI, Hulshoff Pol HE (2013): Longitudinal study of hormonal and physical 
development in young twins. J Clin Endocrinol Metab 98:1–10.

Koolschijn PCMP, Peper JS, Crone EA (2014): The influence of sex steroids on structural brain matura-
tion in adolescence. PLoS One 9:e83929.

Ladouceur CD, Peper JS, Crone EA, Dahl RE (2012): White matter development in adolescence: The 
influence of puberty and implications for affective disorders. Dev Cogn Neurosci 2:36–54.

Maes F, Collignon A, Vandermeulen D, Marchal G, Suetens P (1997): Multimodality image registration 
by maximization of mutual information. IEEE Trans Med Imaging 16:187–98.

Marceau K, Ruttle PL, Shirtcliff EA, Essex MJ, Susman EJ (2015): Developmental and contextual con-
siderations for adrenal and gonadal hormone functioning during adolescence: Implications for 
adolescent mental health. Dev Psychobiol 57:742–68.

Mul D, Fredriks  a M, van Buuren S, Oostdijk W, Verloove-Vanhorick SP, Wit JM (2001): Pubertal devel-
opment in The Netherlands 1965-1997. Pediatr Res 50:479–486.

Negriff S, Susman EJ (2011): Pubertal Timing, Depression, and Externalizing Problems: A Framework, 
Review, and Examination of Gender Differences. J Res Adolesc 21:717–746.

Neufang S, Specht K, Hausmann M, Güntürkün O, Herpertz-Dahlmann B, Fink GR, Konrad K (2009): Sex 
differences and the impact of steroid hormones on the developing human brain. Cereb Cortex 
19:464–73.

Nguyen T-V, McCracken J, Ducharme S, Botteron KN, Mahabir M, Johnson W, Israel M, Evans AC, Kara-
ma S, Brain Development Cooperative Group (2013a): Testosterone-related cortical maturation 
across childhood and adolescence. Cereb Cortex 23:1424–1432.

Nguyen T-V, McCracken JT, Ducharme S, Cropp BF, Botteron KN, Evans AC, Karama S (2013b): Interac-
tive effects of dehydroepiandrosterone and testosterone on cortical thickness during early brain 
development. J Neurosci 33:10840–10848.

Paus T, Collins DL, Evans AC, Leonard G, Pike B, Zijdenbos A (2001): Maturation of white matter in the 
human brain: A review of magnetic resonance studies. Brain Res Bull 54:255–266.

Peper JS, Hulshoff Pol HE, Crone EA, van Honk J (2011a): Sex steroids and brain structure in pubertal 
boys and girls: A mini-review of neuroimaging studies. Neuroscience 191:28–37.



4

Chapter 4

76

Peper JS, Brouwer RM, Schnack HG, van Baal GCM, van Leeuwen M, van den Berg SM, Delemarre-Van 
de Waal HA, Janke AL, Collins DL, Evans AC, et al. (2008): Cerebral white matter in early puberty 
is associated with luteinizing hormone concentrations. Psychoneuroendocrinology 33:909–915.

Peper JS, Brouwer RM, Schnack HG, van Baal GC, van Leeuwen M, van den Berg SM, Delemarre-Van de 
Waal HA, Boomsma DI, Kahn RS, Hulshoff Pol HE (2009a): Sex steroids and brain structure in 
pubertal boys and girls. Psychoneuroendocrinology 34:332–342.

Peper JS, van den Heuvel MP, Mandl RCW, Hulshoff Pol HE, van Honk J (2011b): Sex steroids and con-
nectivity in the human brain: A review of neuroimaging studies. Psychoneuroendocrinology 
36:1101–1113.

Peper JS, Schnack HG, Brouwer RM, Van Baal GCM, Pjetri E, Székely E, Van Leeuwen M, Van Den Berg 
SM, Collins DL, Evans AC, et al. (2009b): Heritability of regional and global brain structure at the 
onset of puberty: A magnetic resonance imaging study in 9-year-old twin pairs. Hum Brain Mapp 
30:2184–2196.

Perrin JS, Hervé P-Y, Leonard G, Perron M, Pike GB, Pitiot A, Richer L, Veillette S, Pausova Z, Paus T 
(2008): Growth of white matter in the adolescent brain: role of testosterone and androgen recep-
tor. J Neurosci 28:9519–9524.

Pletzer B, Kronbichler M, Aichhorn M, Bergmann J, Ladurner G, Kerschbaum HH (2010): Menstrual 
cycle and hormonal contraceptive use modulate human brain structure. Brain Res 1348:55–62.

Raznahan A, Lee Y, Stidd R, Long R, Greenstein D, Clasen L, Addington A, Gogtay N, Rapoport JL, Giedd 
JN (2010): Longitudinally mapping the influence of sex and androgen signaling on the dynamics 
of human cortical maturation in adolescence. Proc Natl Acad Sci 107:16988–16993.

Rosner W, Auchus RJ, Azziz R, Sluss PM, Raff H (2007): Position statement: Utility, limitations, and pit-
falls in measuring testosterone: an Endocrine Society position statement. J Clin Endocrinol Metab 
92:405–13.

Sisk CL, Zehr JL (2005): Pubertal hormones organize the adolescent brain and behavior. Front Neuro-
endocrinol 26:163–174.

Smith JT, Clarke IJ (2007): Kisspeptin expression in the brain: catalyst for the initiation of puberty. Rev 
Endocr Metab Disord 8:1–9.

van Soelen ILC, Brouwer RM, Van Baal GCM, Schnack HG, Peper JS, Collins DL, Evans AC, Kahn RS, 
Boomsma DI, Hulshoff Pol HE (2012a): Genetic influences on thinning of the cerebral cortex 
during development. Neuroimage 59:3871–3880.

van Soelen ILC, Brouwer RM, Peper JS, van Leeuwen M, Koenis MMG, van Beijsterveldt TCEM, Swager-
man SC, Kahn RS, Hulshoff Pol HE, Boomsma DI (2012b): Brain SCALE: Brain Structure and Cog-
nition: an Adolescent Longitudinal Twin Study into the Genetic Etiology of Individual Differences. 
Twin Res Hum Genet 15:453–467.

van Soelen ILC, Brouwer RM, Van Baal GCM, Schnack HG, Peper JS, Chen L, Kahn RS, Boomsma DI, 
Hulshoff Pol HE (2013): Heritability of volumetric brain changes and height in children entering 
puberty. Hum Brain Mapp 34:713–725.

Styne DM (2003): The regulation of pubertal growth. Horm Res 60:22–26.
Tanner JM (1962): Growth of adolescents. Oxford: Blackwell Scientific Publications.
Toulopoulou T, Picchioni M, Rijsdijk F, Hua-Hall M, Ettinger U, Sham P, Murray R (2007): Substantial 

genetic overlap between neurocognition and schizophrenia: genetic modeling in twin samples. 
Arch Gen Psychiatry 64:1348–55.

Wagner I V, Sabin MA, Pfäffle RW, Hiemisch A, Sergeyev E, Körner A, Kiess W (2012): Effects of obesity 
on human sexual development. Nat Rev Endocrinol 8:246–54.

Westling E, Andrews JA, Peterson M (2012): Gender differences in pubertal timing, social competence, 
and cigarette use: a test of the early maturation hypothesis. J Adolesc Health 51:150–5.



4

Hormone levels and grey matter density in young twins

77

SUPPLEMENTAL MATERIAL

Supplemental Figure 4.1 – Schematic overview of Tanner stages at age 9 and the transition to age 12

Supplemental Figure 4.2 – Significant correlations between estradiol levels and grey matter density 
in girls, modeling age 12 only. Associations were predominantly found in frontal and parietal areas. 
Because this model has much less degrees of freedom, associations are much more widespread.
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Supplemental Figure 4.3 – The observed correlations (mean over significant voxels per lobe) 
between estradiol levels and grey matter density from the model at age 12 only split into genetic 
(dark grey), common environmental (grey) and unique environmental (light grey) components 
for each lobe. F=frontal, P=parietal, O=occipital, T=temporal, L=left, R=right. The width of the 
bars represent the amount of voxels that showed a significant correlation as a percentage of the 
number of grey matter voxels per lobe. Percentages were 21.7%; 22.4%; 5.3%; 5.9% for the left 
F/P/O/T lobe respectively, and 12.4%; 15.2%; 3.0% ; 2.3% for the right F/P/O/T lobe respec-
tively. The three color bars add up to the observed correlation. F=frontal, P=parietal, O=occipital, 
T=temporal, L=left, R=right.
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ABSTRACT
The brain is a network and our intelligence depends in part on the efficiency of this network. 
The network of adolescents differs from that of adults suggesting developmental changes. 
However, whether the network changes over time at the individual level and, if so, how this 
relates to intelligence, is unresolved in adolescence. Also, the influence of genetic factors 
in the developing network is not known. Therefore, in a longitudinal study of 162 healthy 
adolescent twins and their siblings (mean age at baseline 9.9 [range 9.0-15.0] years), we 
mapped local and global structural network efficiency of cerebral fiber pathways (weighted 
with mean FA and streamline count) and assessed intelligence over a three-year interval. 
We find that the efficiency of the brain’s structural network is highly heritable (locally up to 
74%). FA-based local and global efficiency increases during early adolescence. Streamline 
count based local efficiency both increases and decreases, and global efficiency reorganizes 
to a net decrease. Local FA-based efficiency was correlated to IQ. Moreover, increases in FA-
based network efficiency (global and local) and decreases in streamline count based local 
efficiency are related to increases in intellectual functioning. Individual changes in intelli-
gence and local FA-based efficiency appear to go hand in hand in frontal and temporal areas. 
More widespread local decreases in streamline count based efficiency (frontal cingulate and 
occipital) are correlated with increases in intelligence. We conclude that the teenage brain 
is a network in progress in which individual differences in maturation relate to level of in-
tellectual functioning. 

INTRODUCTION
The brain is a network (Achard and Bullmore, 2007; Bullmore and Sporns, 2009; van den 
Heuvel and Hulshoff Pol, 2010). This network is highly significant in health and disease (Bas-
sett and Bullmore, 2009). Structural and functional properties of the network have been 
related to intelligence in healthy subjects (Bassett et al., 2009; van den Heuvel et al., 2009; 
Langer et al., 2012; Li et al., 2009; Park and Friston, 2013; Wen et al., 2011). Structural and 
functional abnormalities in the network are found in neuropsychiatric illness such as schizo-
phrenia (Fornito et al., 2012; van den Heuvel et al., 2010; van den Heuvel et al., 2013b; Hul-
shoff Pol and Bullmore, 2013). There are indications that developmental changes occur in 
the brain’s network: Individual resting state network maturation (Lee et al., 2013; Smyser et 
al., 2010) and anatomical development (Fan et al., 2011; Nie et al., 2014) has been reported 
in newborns, early childhood and in early adolescence (Sherman et al., 2014). Moreover, 
cross-sectional studies have shown that the functional network of adolescents differs from 
that of adults (Fair et al., 2008) and that structural network efficiency is dependent of age 
(Dennis et al., 2013; Gong et al., 2009; Hagmann et al., 2010; Wen et al., 2011). A recent study 
describes that structural white matter development during late adolescence influences the 
whole network, but especially connections between hub regions (Baker et al., 2015). How-
ever, much remains unknown about this network in early adolescence.

Whether, and if so how, the structural brain network changes over time at the individ-
ual level in adolescence is not known. This is relevant since adolescence is a time charac-
terized by rapid changes in the brain (Brouwer et al., 2012; Giedd et al., 1999; Paus, 2010; 
Schnack et al., 2015; van Soelen et al., 2012a; van Soelen et al., 2013; Toga et al., 2006) as 
well as in intelligence (Deary et al., 2012; Deary, 2012; Plomin, 2012; Waber et al., 2012) and 
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their interactions (Burgaleta et al., 2014a; Ramsden et al., 2011; Shaw et al., 2006). Genetic 
factors may play a role in development: Brain size (Peper et al., 2007; Posthuma et al., 2002; 
Stein et al., 2012; Thompson et al., 2001), white matter integrity (Brouwer et al., 2010; Ja-
hanshad et al., 2013), intelligence (Bouchard and McGue, 2003; Davies et al., 2015; Plomin 
and Deary, 2015; van Soelen et al., 2011) and their interactions (Brouwer et al., 2014; Chiang 
et al., 2009; Chiang et al., 2011; Chiang et al., 2012; Posthuma et al., 2002; Stein et al., 2012) 
are influenced by (common) genes. This begs the questions to what extent the developing 
brain’s network is influenced by genes and to what extent intelligence is related to the white 
matter network in early adolescence.

There are several ways to describe topological properties of the brain network. A struc-
tural brain network consists of anatomical locations in the gray matter (nodes) and white 
matter fibers connecting the nodes (edges). Mathematical representations of the structural 
connectivity of the human brain network have revealed that the brain is organized accord-
ing to a highly efficient small-world topology combining a high level of segregation (local 
efficiency) with a high level of integration (global efficiency) (Achard and Bullmore, 2007). 
Global efficiency is a network attribute that quantifies how easy information can be ex-
changed over the network, providing information on the communication efficiency of a net-
work as a whole. Local efficiency reflects how well information can travel in the direct neigh-
borhood of a node, and is often interpreted as a metric of the local information processing 
capacity of a network (Bullmore and Sporns, 2012; van den Heuvel and Hulshoff Pol, 2010; 
Latora and Marchiori, 2001). 

We mapped global and local efficiency of structural brain networks of healthy adoles-
cents in a longitudinal, extended, twin design. Structural brain networks were based on frac-
tional anisotropy and streamline counts from diffusion tensor imaging scans. Using struc-
tural equation modeling (Boker et al., 2011) and network connectivity analyses (Rubinov 
and Sporns, 2010), we estimated the heritability and development of the brain network in 
adolescence at a three-year interval. Associations between structural brain network topolo-
gy and intelligence were investigated.

MATERIALS AND METHODS

Participants
A total of 120 twins [57 monozygotic subjects (28 boys, 29 girls), 63 dizygotic subjects (34 
boys, 29 girls)] and 42 of their older siblings (17 boys, 25 girls) were included from the 
BrainSCALE cohort (van Soelen et al., 2012b). Zygosity of the twins was confirmed by ge-
nome-wide SNP data. At the first measurement, mean (SD) age was 9.9 (1.4) years, at the 
second measurement 12.9 (1.4) years, resulting in a narrow spread in age range over the in-
terval of mean (SD) 2.92 (0.23) years. The sample was recruited from the Netherlands Twin 
Register (van Beijsterveldt et al., 2013). Written informed consents were obtained from all 
subjects and their parents. The Dutch Central Committee on Research involving Human Sub-
jects (CCMO) approved the study.

Cognition
Level of intelligence was estimated based on the intelligence quotient (IQ) as measured with 
the Wechsler Intelligence Scale for Children III (WISC-III, Dutch version). At the first mea-
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surement, all subtasks of the WISC were included. At the second measurement, six subtasks 
of the WISC-III were administered: four verbal subtests (similarities, arithmetic, vocabulary, 
and digit span), and two non-verbal subtests (picture completion and block design). Scores 
on individual subtests from the WISC-III were standardized against age-specific norms, to-
gether providing a total IQ score. For two subjects, IQ values were excluded from the anal-
yses based on a very large (absolute value > 30) change in IQ points over time. Post-hoc 
analyses showed that these two individuals showed no exceptional changes on the network 
measures (all within one standard deviation of the mean). 

The shortened version of the WISC-III provided a reliable estimate of full scale IQ: at 
the first measurement, full scale IQ correlated highly with the IQ measurement based on the 
six subtasks (r = 0.93 [0.90 - 0.95]). Mean (SD) IQ was 103 (14) at the first measurement (IQ 
based on six subtasks was 104 (15)), and 102 (16) at the second measurement. There was 
no significant mean change (-1.15 IQ points) over time, but considerable individual spread 
in IQ change (SD =10.4 IQ points change) across participants. The correlation between IQ of 
measurement 1 (based on 6 subtasks) and measurement 2 was 0.78 [0.70 – 0.84]. Changes 
in IQ were based on IQ using the six subtasks.

MRI acquisition
All MRI brain scans were acquired at the University Medical Center Utrecht on a 1.5 Tesla 
Philips Achieva scanner (Philips, Best, The Netherlands) using the same protocol at both 
measurements (Brouwer et al., 2012). For anatomy, a three-dimensional T1-weighted scan 
(Spoiled Gradient Echo; TE = 4.6 ms; TR = 30 ms; flip angle 30°; 160–180 contiguous coronal 
slices of 1.2 mm; in-plane resolution 1 x 1 mm2; acquisition matrix 256 x 256) of the whole 
head was made of each individual. For white matter fiber tracking Diffusion Tensor Images 
were acquired. Two Single Shot Echo Planar Imaging (SS-EPI) DWI scans were acquired (32 
diffusion-weighted volumes with diffusion weighting b = 1000 s/mm2 and 32 non-collinear 
diffusion gradient directions; 8 diffusion-unweighted (b = 0 s/mm2) scans; TE = 88 ms; TR = 
9822 ms; parallel imaging SENSE factor 2.5; flip angle 90°; 60 transverse slices of 2.5 mm, no 
gap, FOV 240 mm; 128 x 128 reconstruction matrix; 96 x 96 acquisition matrix, no cardiac 
gating) for optimal signal-to-noise ratio. 

MRI processing
White matter pathways, referred to as fibers or tracts, were reconstructed using streamline 
tractography. First, the 2 DWI scans were combined and corrected for possible gradient-in-
duced distortions (Andersson and Skare, 2002). Next, the diffusion pattern in each voxel 
was fitted to a tensor matrix using a robust M-estimator (Chang et al., 2005), providing three 
eigenvectors (representing the three principal directions of diffusion) and corresponding 
eigenvalues. Fractional anisotropy (FA) values were calculated in each voxel as a measure 
of microstructural directionality from the eigenvalues (Basser and Pierpaoli, 1996). Then, 
the b0 scan was registered to the T1-weighted scan using a rigid transformation (no scal-
ing), based on optimization of a mutual information metric (Maes et al., 1997), and the 
T1-weighted images were nonlinearly warped into model space per measurement up to a 
scale of 1 mm (Collins et al., 1995), and then to the model of the second measurement. All 
possible fiber tracts between two regions were reconstructed in individual space using the 
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diffusion tensor images with an in-house implementation of the fiber assignment by contin-
uous tracking (FACT) algorithm (Mori and Van Zijl, 2002) with 8 seed points per voxel, FA 
threshold of 0.1 and maximal angle of 45 degrees. The fiber tracts were warped into model 
space, using the concatenation of the transformations between the b0 scan and T1 scan, and 
between the T1 scan and model space. For network construction, the AAL template (Tzou-
rio-Mazoyer et al., 2002) was warped onto the model brain, segmenting the cortex in a par-
cellation map consisting of 90 regions. 

Construction of structural brain networks
A network consists of a set of nodes and connections (edges) that can be mathematically 
expressed as a graph with a collection of nodes and a collection of edges between the nodes 
(Bullmore and Bassett, 2011). Whole brain networks were created based on the 90 AAL 
brain regions. Two structural weighted brain networks were created for each individual, 
one for each measurement, by combining the collection of reconstructed fiber tracts with 
the individual parcellation maps (van den Heuvel et al., 2010; van den Heuvel et al., 2013b). 
Because of the longitudinal nature of our data, we decided to use a stringent threshold to 
ensure data quality, i.e., only those connections that were reconstructed at both ages for an 
individual were included in the network of that individual. Thus, network nodes i and j were 
defined as structurally connected by an edge when from the total collection of reconstructed 
streamlines at least one fiber interconnected them at both measurements. As a result, the 
individual topology of the networks was kept the same for both measurements. For each 
edge, weight wij was defined by the mean FA value of the traced fibers between region i and j. 
We also investigated networks with streamline counts as weights to allow for a more direct 
comparison with studies investigating the structural network based on streamline count.

Graph analysis
To measure changes in efficiency, we computed global and local efficiency (Latora and Mar-
chiori, 2001) for each individual at each measurement using the Brain Connectivity Toolbox 
(Rubinov and Sporns, 2010, http://www.brain-connectivity-toolbox.net). Global efficiency 
Ew and local efficiency Ewloc,i were mathematically defined as: 

Global efficiency:
 

Local efficiency of node i:

 
 
 
with N the set of all nodes in the network, and n the number of nodes; ki the number of 
edges connected to node i;  the shortest weighted path length between i and j; and  djh(Ni) 
the length of the shortest path between j and h, in the network Ni that contains only the 
neighbors of i. The symmetrical weights (wij = wji) were either average FA of the connection 
between i and j (0 ≤ wij ≤ 1), or the number of streamlines between i and j (wij ≥ 1).
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Subsequently, because of the longitudinal nature of this study, we wanted to control 
for the expected changes in the weights over time, while keeping the topology the same. 
We normalized each individual matrix by the total sum of the matrix, thereby correcting for 
the overall change in average FA/streamline count that could by itself already introduce a 
change in efficiency. The resulting matrices shed light on the redistribution of the weights 
over time relative to the total change of weight. For these matrices we recomputed the net-
work measures. In addition, to compare the normalized results with the golden standard 
used in the literature, we also compared our networks metrics to the networks metrics of 
500 random graphs that were created from each individual FA or streamline-weighted ma-
trix. Random networks were made by randomly re-distributing the edges of the original 
individual network, while keeping the degree distribution the same as the original network. 
We reran our analyses using the metrics Eloc/Elocrandom and Eglob/ Eglobrandom. These metrics 
reflect how the original network is related to a network in which the weights are randomly 
distributed. As a result, when we look at change over time, they provide information on the 
redistribution of the weights relative to the each other.

Figures were created with the BrainNet Viewer (Xia et al., 2013).

Twin modeling
Relative influences of genetic and environmental factors were examined in an extended twin 
design by comparing within-pair correlations between monozygotic (MZ) and dizygotic (DZ) 
twins / twin sibling pairs. Differences between these correlations may arise because mono-
zygotic twins share (almost) 100% of their genetic makeup and twin-sibling pairs, like di-
zygotic pairs, share on average 50% of the segregating genes (Posthuma et al., 2003). When 
an MZ correlation is twice as high as a DZ correlation, this indicates that a variable is largely 
influenced by genetic factors. In addition to genetic factors, resemblance between twins can 
arise from common environment, which comprises those environmental factors that induce 
similarity in children growing up in the same family. The presence of common environmen-
tal factors is suggested when correlations in DZ twins are larger than half the MZ correlation. 
When the MZ correlations are more than twice the DZ correlations, there is a suggestion for 
non-additive genetic influences (epistasis or dominance). Unique environmental influences 
are not shared with other family members and also contain the measurement error. 

The same rationale as described for the univariate case can be applied to a bivariate 
case. If a correlation exists between two variables, the cross-trait cross-twin/sibling cor-
relations give information whether the same genes, or environment are responsible for the 
association. 

Genetic analyses
The proportion of the total variance that can be attributed to genetic or environmental fac-
tors gives estimates of (univariate) heritability (h2), unique environmental influence, and 
common environmental influence (c2) or non-additive genetic influences (d2). In the latter 
case, we present estimates of broad heritability (h2

 
+ d2). A genetic correlation rg was com-

puted as the genetic covariance between two traits, divided by the square roots of the part 
of variances that can be attributed to genetic factors for each trait (for details see Koenis et 
al., 2013). 
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To test for longitudinal changes, individual differences over time were entered in a sat-
urated model, in which we tested whether the mean could be constrained to zero. Based on 
the MZ and DZ/twin-sibling correlations, a bivariate model including additive, non-additive 
genetic and environmental effects was fit to the network data, incorporating age-corrected 
longitudinal measurements with two time points in one model. Since we had found ear-
lier that both genes and shared environment contribute to variation in IQ in this cohort 
(van Soelen et al., 2011), associations between IQ (change) and (changes in) network mea-
sures were investigated in a model that allowed possible shared environmental influences 
on (changes in) IQ, and possible non-additive influences on (change in) network measures. 
All analyses were performed using structural equation modeling in OpenMx (Boker et al., 
2011).

RESULTS

Efficiency of the FA-weighted brain network increases during early adolescence
Increases in both global (p < 0.0001) and average local network efficiency (p < 0.0001) were 
found after the three-year interval (Figure 5.1; Table 5.1). Increases in individual network 
efficiency occurred in a large majority (75%) of subjects and across most regions (signifi-
cant after Bonferroni correction for multiple comparisons, see Figure 5.1 and Supplemental 
Table 5.1).

Following correction for overall FA changes that occur with age – by dividing the con-
nectivity matrix by the sum of the matrix – there was no increase in normalized global ef-
ficiency, but the increase in average normalized local efficiency remained significant (Table 
5.1). Global network efficiency of the randomized networks showed a similar increase in 
network efficiency over time as the individual brain networks. The increase in average local 
efficiency was larger in the individual brain networks than in the randomized networks (Ta-
ble 5.1). Thus, while changes of FA and changes in network measures are partly overlapping, 
a change in FA distribution adds uniquely to (changes in) network efficiency.

Genetic influences on FA-weighted network characteristics 
Because of the observed age effect, in the following analyses, all network data were correct-
ed for age. At the age of 10 years, there were significant influences of genes on global (32% 
[95% CI = 7-59]) and local (up to 74%; average local efficiency over the entire brain 37% 
[0.05-0.68]) network efficiency (Figure 5.2; Supplemental Table 5.1). MZ correlations were 
0.34 [-0.21 - 0.65] for global efficiency and 0.50 [-0.13 - 0.74] for average local efficiency. DZ/
twin-sib correlations were 0.04 [-0.13 - 0.24] for global efficiency and 0.02 [-0.14 - 0.20] for 
average local efficiency.

At second measurement, at the age of 13 years, heritability estimates were 48% 
[0.20 - 0.67] for global and up to 75% for local efficiency (average local efficiency 40% 
[14-60]). MZ correlations were 0.43 [0.09 - 0.66] for global efficiency and 0.35 [0.03 - 
0.59] for average local efficiency. DZ/twin-sib correlations were 0.15 [-0.08 - 0.38] for 
global efficiency and 0.08 [-0.13-0.30] for average local efficiency. Over time, a stable 
genetic factor influenced global (genetic correlation rg = 1.00 [0.63 - 1.00]) and average 
local (rg = 1.00 [0.53 - 1.00]) efficiency.



5

Chapter 5

88

Figure 5.1 – Development of FA-based network efficiency. (A) Efficiency of the structural brain net-
work at age 10. Larger nodes represent a higher level of efficiency. Edges in the network are colored by 
fractional anisotropy (FA, a measure for white matter integrity); higher values in red, lower values in 
blue. For details on local efficiency at measurement 1 and measurement 2, see Supplemental Table 5.1. 
(B) Development of the structural brain network over a three-year interval with significant change Δ 
in local network efficiency shown in red nodes (p < 0.05/90; larger nodes represent a larger increase), 
and significant change in edges colored for FA change (for visualization purposes only edges with a 
significant change at p < 0.005 are shown). See Supplemental Table 5.1 for details.

Table 5.1 – Longitudinal changes in FA-weighted global and local network efficiency measures.

Measurement 1 Measurement 2 Change %Change
Age 9.9 (1.4) 12.9 (1.4) 2.92 (0.23)
IQ 103 (14) 102 (16) -1.15 (10.4)a -1.2%
FA 0.450 (0.023) 0.466 (0.022) 0.017 (0.024)* 3.8%
Global Efficiency 0.276 (0.014) 0.286 (0.014) 0.010 (0.014)* 3.6%
Local Efficiencyb 0.410 (0.020) 0.425 (0.020) 0.016 (0.022)* 3.9%
Eglob normalized 3.163 (0.10) (x10-4) 3.161 (0.11) (x10-4) -0.001 (0.010) (x10-4) 0.0%
Eloc normalized 4.711 (0.24) (x10-4) 4.717 (0.24) (x10-4) 0.006 (0.009) (x10-4)* 0.1%
Eglob/Eglobrandom 0.922 (0.009) 0.923 (0.009) 0.000 (0.004) 0.1%
Eloc/Elocrandom 1.125 (0.022) 1.126 (0.022) 0.001 (0.002)* 0.1%
Means (standard deviations) and percentage change (%); FA represents the average fractional anisotropy of 
the structural brain network.
a When looking at the change scores based on 6 subtests at both assessments, IQ decreased with 1.71 points. 
b Local efficiency as averaged over the entire brain.
*Significant changes (p < 0.05)
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Figure 5.2 – (A) Significant heritability (up to 74%) of local efficiency at age 10. Size of the nodes rep-
resents the heritability of local efficiency. See Supplemental Table 5.1 for a complete overview of the 
heritability of local efficiency at first and second measurement. (B) Estimated correlations between 
members of a twin pair for local efficiency for monozygotic (MZ) twin (left) and dizygotic (DZ) twin / 
twin-sibling pairs (right), with MZ correlations ranging up to 0.75.

(Genetic) Associations of FA-weighted network efficiency with intelligence 
A higher average local efficiency was associated with a higher level of intellectual function-
ing, significantly at age 13 (first measurement M1: r = 0.13 [-0.04 - 0.29]; p = 0.12; second 
measurement M2: r = 0.16 [0.01 - 0.32]; p = 0.047). This association appeared to be driven 
by performance IQ (M1: r = 0.17; p = 0.047; M2: r = 0.19; p = 0.039) rather than verbal IQ 
(M1: r = 0.07; p = 0.39; M2: r = 0.09; p = 0.29). At age 13, the association between average 
local efficiency and IQ was caused by shared genes influencing by both phenotypes (genetic 
correlation rg = 1.00 [0.13 - 1.00]; p = 0.016). There were no associations between global 
efficiency and intelligence.

At a nodal level, at both measurements the association between local efficiency and IQ 
was particularly prominent in frontal and temporal areas; e.g., in the inferior frontal cortex, 
insula, superior temporal pole, superior and middle temporal gyri, Heschl’s gyrus, angular 
gyrus, bilaterally although most prominently on the right side (Figure 5.3; Table 5.2). These 
associations could for a large part be explained by genetic factors influencing both intelli-
gence and network efficiency (Figure 5.3; Table 5.2). 

Changes in FA-weighted network efficiency are related to changes in intelligence
When assessing changes in network efficiency and changes in intelligence within individuals 
over time, adolescents who showed the most prominent increase in efficiency of the struc-
tural brain network were the ones who gained (most) in intelligence. In contrast, individuals 
showing a reduction - or no change - in global network efficiency, displayed a decrease in 
IQ (r = 0.17, p = 0.030) and performance IQ (r = 0.18, p = 0.023) but not with verbal IQ (r = 
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Figure 5.3 – Associations between FA-based local efficiency and IQ. Local correlations between IQ and 
network efficiency range up to 0.25. Red spheres represent significant correlations between network 
efficiency and IQ that can be attributed to a shared genetic component. Orange spheres represent sig-
nificant correlations between network efficiency and IQ for which the contributions of genes and envi-
ronment could not be disentangled. The size of the spheres represents the size of the correlation. See 
Table 5.2 for a complete overview of regional correlations between FA-based local efficiency and IQ.

0.05, p = 0.53). Average local efficiency change correlated with change in total IQ (r = 0.17, p 
= 0.034) and performance IQ (r = 0.16, p = 0.045), but not with change in verbal IQ (r = 0.07, 
p = 0.38). We could not disentangle whether these associations were driven by genetic and/
or environmental factors.

Changes in local efficiency and concomitant change in intelligence were most evident 
in frontal and temporal areas (Figure 5.4; Table 5.2). Specifically, change in local network 
efficiency in the left inferior orbitofrontal cortex and left anterior cingulum explained over 6 
percent of individual change in intelligence. The association between change in intelligence 
and that in local efficiency was also present in other (including right-sided) frontal areas, 
as well as in the superior temporal poles, insula, thalamus, putamen, pallidum and caudate 
nucleus.

Post-hoc analyses revealed no significant differences between boys and girls in (change 
of) global FA-weighted and local FA-weighted network measures, or interactions between IQ 
and network measures at baseline, at follow up, and over time. 
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Table 5.2 – Correlations between FA-weighted local efficiency and IQ at measurement 1 (M1) and 
2 (M2), and between change in local efficiency and change in IQ 

Left Right
Region M 1 M 2 Change M 1 M 2 Change
Precentral 0.16 0.13 0.18 0.18 0.16* 0.17
Frontal_Sup 0.15 0.12 0.21 0.11 0.13 0.18
Frontal_Sup_Orb 0.11 0.16* 0.22 0.02 0.12* 0.17
Frontal_Mid 0.18 0.20* 0.20 0.09 0.10 0.11
Frontal_Mid_Orb 0.15 0.18 0.21 0.07 0.14* 0.10
Frontal_Inf_Oper 0.20* 0.16 0.18 0.25 0.19* 0.18
Frontal_Inf_Tri 0.18 0.23* 0.20 0.15 0.14 0.12
Frontal_Inf_Orb 0.19 0.23 0.24 0.20 0.16* 0.14
Rolandic_Oper 0.14 0.12 0.18 0.20 0.21* 0.15
Supp_Motor_Area 0.15 0.05 0.17 0.15 0.09 0.15
Olfactory 0.11 0.13* 0.15 0.08 0.15 0.18
Frontal_Sup_Medial 0.11 0.10 0.20 0.08 0.10 0.16
Frontal_Med_Orb 0.05 0.06 0.19 0.02 0.05 0.19
Rectus 0.06 0.12* 0.12 0.08* 0.17* 0.18
Insula 0.24* 0.19* 0.22 0.23 0.25* 0.19
Cingulum_Ant 0.15 0.14* 0.22 0.06 0.12* 0.20
Cingulum_Mid 0.14 0.04 0.10 0.14* 0.06 0.13
Cingulum_Post 0.14 0.12* 0.05 0.12 0.12 0.08
Hippocampus 0.11 0.07 0.08 0.11 0.12* 0.11
ParaHippocampal 0.13 0.10 0.20 0.21 0.17* 0.16
Amygdala 0.16 0.11 0.14 0.23 0.14 0.16
Calcarine 0.01 0.05 0.03 0.04 0.07 0.08
Cuneus 0.10 0.09 0.06 0.00 0.10 0.08
Lingual 0.01 0.07 0.04 -0.02 0.00 0.10
Occipital_Sup 0.06 0.11 0.02 0.02 0.11 0.08
Occipital_Mid 0.07 0.12* 0.03 -0.05 0.00 0.10
Occipital_Inf 0.02 0.13 0.00 -0.07 0.05 0.12
Fusiform 0.13 0.15* -0.03 0.09 0.08 0.10
Postcentral 0.14 0.17 0.13 0.20 0.11 0.14
Parietal_Sup 0.08 0.11 0.01 0.10 0.13 0.11
Parietal_Inf 0.08 0.16* 0.06 0.14 0.17* 0.19
SupraMarginal 0.09 0.14 0.09 0.22 0.24* 0.17
Angular -0.03 0.11 0.02 0.14 0.21* 0.15
Precuneus 0.15 0.09 0.04 0.06 0.04 0.10
Paracentral_Lobule 0.10 0.04 0.12 0.13 -0.04 -0.03
Caudate 0.12 0.10 0.19 0.12 0.10* 0.18
Putamen 0.20 0.16* 0.19 0.20 0.14* 0.20
Pallidum 0.16 0.11* 0.17 0.11 0.12 0.17
Thalamus 0.08 0.05 0.19 0.05 0.09 0.20
Heschl 0.18 0.14* 0.16 0.16 0.24* 0.15
Temporal_Sup 0.16 0.17* 0.18 0.20 0.21* 0.17
Temporal_Pole_Sup 0.19 0.15* 0.21 0.22 0.23* 0.21
Temporal_Mid 0.13 0.17* 0.20 0.19 0.23* 0.13
Temporal_Pole_Mid 0.11 0.15* 0.18 0.18 0.16* 0.18
Temporal_Inf 0.16 0.14 0.12 0.18 0.12* 0.13

Bold: significant phenotypic correlations (P < 0.05) 
* Observed correlation explained by a significant genetic association
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Figure 5.4 – Development of network efficiency and intelligence in adolescence. Correlations 
between the change in local efficiency and change in IQ [nodes with a significant correlation are 
colored in purple (cortical) and blue (subcortical)]; with examples of scatterplots of correlation 
of local efficiency change in left orbitofrontal cortex (significant; left panel), left cuneus (non-sig-
nificant; middle panel), and right thalamus (significant; right panel) with change in IQ. See Table 
5.2 for a complete overview of regional correlations between changes FA-based local efficiency 
and changes IQ.

Analyses on networks weighted with streamline count
Streamline count based network efficiency was higher in boys at both measurements (see 
Supplemental Table 5.2). Because of this sex effect in the network characteristics when 
weighing the network with streamline count, the analyses on streamline count weighted 
networks were corrected for sex beforehand. This did not change the results on change over 
time, associations with intelligence or the genetic modeling results. 

Efficiency of the streamline count weighted brain network increases and decreases 
during early adolescence
Both global (p < 0.001) and average local (p = 0.012) efficiency decreased in the three year 
follow up period. Locally, efficiency increased in frontal and occipital areas, and decreased in 
subcortical, temporal and parietal regions (Figure 5.5; Supplemental Table 5.2). 

Compared to random networks, average local efficiency slightly decreased (p = 0.045) 
but global efficiency did not change. When we normalized the matrices, global efficiency 
decreased (p = 0.009) but normalized average local efficiency did not change.

Genetic influences on streamline count weighted network characteristics 
Because of the observed age and sex effects, in the following analyses, all data were correct-
ed for age and sex beforehand.
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Figure 5.5 – Development of streamline count based network efficiency. (A) Efficiency of the 
structural brain network at age 10. Larger nodes represent a higher level of efficiency. Edges in 
the network are colored by number of streamlines; higher values in red, lower values in blue. For 
details on local efficiency at measurement 1 and measurement 2, see Supplemental Table 5.2. 
(B) Development of the structural brain network over a three-year interval with significant (p < 
0.05/90) increase in local network efficiency shown in red nodes and significant decreases are 
shown in yellow nodes; larger nodes represent a larger absolute change. Edges are colored by 
significant changes in streamline counts. For visualization purposes, only edges with a significant 
at p < 0.005 change are shown. See Supplemental Table 5.2 for details.

Local and global efficiency of streamline count weighted networks were also highly 
heritable at both measurements with heritability for local efficiency up to 64% (Supple-
mental Table 5.3). Heritability estimates were: Average local efficiency 37% [12 – 65], global 
efficiency 60% [27 - 78] for M1; average local efficiency 24% [6 –47]), global efficiency 24% 
[6 – 45] for M2. Over time, a stable genetic factor influenced global (rg = 0.87 [0.37 - 1.00]) 
and average local (rg = 0.96 [0.19 - 1.00]) efficiency. In addition, a number of regions showed 
genetic influences on the change in local efficiency (Supplemental Table 5.3).  

Changes in streamline count weighted network efficiency are related to changes in in-
telligence
We did not find a relation between network efficiency and IQ scores at age 10 or 13. Nev-
ertheless, a change in efficiency was correlated to a change in IQ: individuals who gained 
in IQ scores showed a decrease in average local efficiency (r = -0.16, p = 0.043), which was 
driven by performance IQ (r = -0.22, p = 0.005) rather than verbal IQ (r = 0.02, p=0.79). Ge-
netic and/or environmental correlations were not significant. A similar pattern was found 
for global efficiency, but only the association with performance IQ reached significance (r 
= -0.20, p = 0.010) but again, influences of genetic and environmental correlations could 
not be disentangled. Local regions with largest relations were left inferior orbitofrontal cor-
tex and left caudate, followed by bilateral anterior cingulum and left middle occipital gyrus 
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(Supplemental Table 5.4). IQ reached significance (r = -0.20, p = 0.010) but again, influenc-
es of genetic and environmental correlations could not be disentangled. Local regions with 
largest relations were left inferior orbitofrontal cortex and left caudate, followed by bilateral 
anterior cingulum and left middle occipital gyrus (Supplemental Table 5.4). 

DISCUSSION
Here we show in a longitudinal study in 162 young adolescent twins and their siblings, that 
the efficiency of the brain’s structural network increases during early adolescence. We are 
one of the first studies to measure structural network development in adolescence using a 
longitudinal approach. Both increases in white matter integrity (fractional anisotropy; FA) 
and reorganization of the network contribute to an increase in FA-based global and local ef-
ficiency. At the same time, local increases and decreases in streamline count and a reorgani-
zation of the network both contribute to a net decrease in streamline count-based network 
global efficiency. Moreover, these changes in network efficiency are related to intelligence; 
changes in intelligence and in the structural brain network efficiency appear to go hand in 
hand. This effect seemed stronger in FA based efficiency, which showed a clear pattern of 
frontal and temporal increases of local efficiency that were related to an increase IQ. To a 
smaller extent, streamline count based local efficiency was negatively related to changes in 
IQ in a more widespread pattern in frontal, cingulate and occipital regions. 

We report moderate to high heritability for efficiency of the brain’s structural network 
(locally up to 74% for FA-based networks; up to 64% for streamline count based networks) 
in early adolescence. For both average local and global efficiency, the genetic factor influ-
encing the efficiency measure remained stable during development in adolescence. Besides, 
the relation between IQ and FA-based local network efficiency was completely explained by 
genes shared by both phenotypes. Our findings extend those from cross-sectional studies 
in adults that report genetic effects on structural network topology (Bohlken et al., 2014; 
Jahanshad et al., 2012) and on functional network topology in adults (Fornito et al., 2011) 
and in this cohort (van den Heuvel et al., 2013a). This might imply that over time the genetic 
influence on local structural network organization remains stable.

A higher intelligence was accompanied by a more local efficient fiber integrity (FA) 
based network, but not related to streamline-based local or global efficiency. These asso-
ciations (up to 0.25) are of comparable magnitude as the (genetic) association between in-
telligence and whole brain volume in adults (Posthuma et al., 2002). The positive associa-
tions between IQ and FA-based local efficiency were particularly prominent in frontal and 
temporal nodes, emphasizing the relevance of frontal and temporal regions for intelligence 
(Haier et al., 1988; Haier et al., 2004), in accordance with the P-FIT regions (parieto-frontal 
integration theory of intelligence) regions (Jung and Haier, 2007). Moreover, it emphasizes 
that how these regions are connected with the rest of the brain is important. This extends 
prior reports on positive associations between intelligence and global and local structural 
network efficiency in adults (Li et al., 2009; Wen et al., 2011) by showing that the two are 
genetically related, already in childhood. This result relates to previous findings that local 
efficiency of the functional network in frontal, parietal and temporal regions is related to 
IQ in children and adolescents (Wu et al., 2013) and in adults (van den Heuvel et al., 2009; 
Langer et al., 2012; Santarnecchi et al., 2014). Indeed, gray matter regions associated with 
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intelligence based on volumetric measures were more densely connected than on average, 
which underlines the importance of connectivity between cortical regions implicated in in-
telligence (Bohlken et al., 2016). In addition, other studies have reported that the strength 
of functional connectivity between the prefrontal cortex and the rest of the brain is related 
to IQ (Cole et al., 2012; Song et al., 2008), and suggested that enlargement of the rostral 
putamen is related to IQ through its functional relation with the inferior parietal cortex and 
insula (Burgaleta et al., 2014b). However, despite the visual overlap of our results (Figure 
5.3) with previous mentioned regions that are involved in intellectual functioning, we did 
not find direct evidence for P-FIT regions to be overly represented in our findings: 6 or 8 
significant regions out of 24 P-FIT regions versus 17 or 12 significant regions out of 66 non-
P-FIT regions (chi square tests p=0.94 and p=0.21 at measurement 1 and 2, respectively). 
Nonetheless, as the participants in this study were rather young, it could be that at an older 
age, correlations with IQ become more crystalized in the brain. To date there are only two 
studies that describe a correlation between DTI network efficiency (global and local) and 
IQ; one study in young adults between 17 and 33 years (Li et al., 2009) and one in older 
people between 72 and 90 years (Wen et al., 2011). In addition, it is likely that the structur-
al brain associations with IQ are not stable throughout life; for instance, cortical thickness 
develops differently depending on IQ (Brans et al., 2010; Brouwer et al., 2014; Karama et al., 
2009; Schnack et al., 2015; Shaw et al., 2006). Thus, possibly, the association between local 
efficiency and IQ grows with network maturation when also the relation between global 
efficiency and IQ becomes evident.

Importantly, the subjects with most prominent maturational changes in brain wiring 
via FA or streamline count also showed a positive change in IQ. Although intelligence was 
stable over the three-year follow-up in the majority of individuals in our cohort, one in six 
adolescents showed a substantial change in their IQ score (> 15 points). Such considerable 
changes in IQ scores have been reported in other adolescent cohorts, implicating that an 
individual’s intellectual capacity relative to their peers can decrease or increase during ad-
olescence (Burgaleta et al., 2014a; Ramsden et al., 2011; Waber et al., 2012). Our findings 
support the existence of individual variations in long-term modification of the structural 
network for functional demands (Park and Friston, 2013). A relationship between change in 
intelligence and change in brain structure during adolescence has been shown earlier, where 
increases in IQ scores have been related to local increases in gray matter density (Ramsden 
et al., 2011) and rate of cortical thinning (Burgaleta et al., 2014a), suggesting, as we do, that 
individual development of intellectual capacity goes hand in hand with changes in anatom-
ically distant brain regions. Our finding suggests that during this time of rapid intellectual 
development, plasticity of the brain’s network is an important contributing, if not necessary, 
factor to maintain and possibly gain in intellectual capacity.

Over the three-year interval, we find an increase in FA and FA-based efficiency in almost 
all brain areas. This longitudinal finding coincides with cross-sectional studies reporting 
maturation of white matter integrity (Baker et al., 2015; Kochunov et al., 2012; Lebel and 
Beaulieu, 2011; Schmithorst and Yuan, 2010), although local decreases in FA have also been 
found (Baker et al., 2015). Overall increases in FA cannot solely explain our network find-
ings, since local efficiency also increases when we correct for overall increase in FA, sug-
gesting a redistribution of the weights in the structural network during development. In 
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addition, we know from previous work in adults that different genetic factors independently 
influence FA and network topology (Bohlken et al., 2014), which suggests that network to-
pology provides supplementary information to FA. When we repeated our analyses using 
streamline count weighted networks, we find a net decrease in global efficiency, with local 
decreases in subcortical, temporal and parietal areas, and increases in frontal and occipital 
areas. This is consistent with a recent longitudinal study that found increases and decreases 
in streamline density in late adolescence (Baker et al., 2015). Our findings extend reports 
that both increases and decreases in local efficiency occur between 12 and 30 years (Dennis 
et al., 2013), and in adulthood (Gong et al., 2009). Other studies found an increase in global 
efficiency over the ages 2 to 18 (Hagmann et al., 2010) and a decrease in local and global 
efficiency between the ages 4 and 40 (Lim et al., 2015). Thus, considerable developmental 
changes take place during childhood and adolescence, not only over a broad age range, but 
as the current study shows also within the small age range of 3 years. Indeed, the longitudi-
nal aspect provided statistical power to detect processes that take place during a period of 
rapid changes in the brain and intelligence.

When comparing the results of FA weighted with streamline count weighted networks 
in our cohort, the results clearly show that these measures capture different aspects of brain 
development. Indeed, our findings seem to imply that during development of the structural 
brain network, local information processing capacity improves via an increased speed of 
information transfer along the axons, while certain fiber bundles become more compact in 
volume, as was measured with net decrease in streamline count. This finding was also re-
flected by the differential relation between efficiency and IQ in FA versus streamline-weight-
ed networks. FA-weighted but not streamline-weighted local efficiency correlated locally 
with IQ, although a change in both local streamline-weighted local efficiency and local and 
global FA-weighted efficiency was correlated to change in IQ. That different aspects of white 
matter bundles (FA, T1, MTR) can independently associate with IQ has been shown (Penke 
et al., 2012; Bohlken et al, unpublished data), supporting our findings. In addition, in a recent 
longitudinal study in late adolescence it was shown that with development both streamline 
and FA weights show local increases and decreases throughout brain, and there seems to 
be a bias towards FA-increase in hub-to-hub connections whereas streamline count shows 
both increases and decreases in these connections (Baker et al., 2015). Two other studies 
in adults performed streamline and FA based analyses and found comparable results for 
associations with age (Stadlbauer et al., 2012) and IQ (Li et al., 2009), thus contrasting our 
findings. However, possibly, the relation between FA and streamline count – and their asso-
ciations with IQ – changes with brain maturation. 

Because our focus was on the longitudinal aspect of our data, we used a very stringent 
edge selection: only those edges that could be measured twice (once at each measurement) 
within an individual were included in the final individual network. Using this approach, in-
dividual networks were sparser than when all traced bundles would have been included. 
However, we ensured a higher signal to noise ratio. When applying a mask that includes bun-
dles present in 60% of the participants at both measurements 1 and 2 (de Reus and van den 
Heuvel, 2013) we find similar results, although the associations between network measures 
and IQ become somewhat stronger. This indicates that our stringent edge-selection did not 
drive our findings.
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In the streamline based networks there was some discrepancy between the normalized 
and randomized results with regard to the correlation between change in IQ and change 
in local and global efficiency. This may be explained by the longitudinal setup of our study. 
For FA, there was an almost brain-wide increase, which we wanted to take into account. For 
streamline count, at a regional level both increases and decreases were found. A correction 
for overall change in streamline count thus includes both positive and negative changes, and 
that will influence the whole brain network independently of the strong local differences in 
maturation pattern. Comparing the individual streamline-based networks to randomized 
networks provides in this case a better approach because networks are compared to their 
own null-model with the same weight distribution.

Several studies found sex related differences in brain characteristics in children and ad-
olescents (Ingalhalikar et al., 2014; Lebel and Beaulieu, 2011; Schmithorst and Yuan, 2010; 
Wu et al., 2013) and adults (Lebel et al., 2012; Tang et al., 2010; Yan et al., 2011). We found 
that streamline-weighted network efficiency was significantly higher in boys at baseline and 
follow-up, but boys and girls did not differ on change measures. In contrast, we found no sex 
differences in FA-weighted network measures. Since the participants in the current study 
are still young (mean age at baseline 9.9 years), sex differences in structural network prop-
erties could develop at a later age. There are suggestions that males and females may also 
have differential regional associations with intelligence (e.g. Haier et al., 2005; Tang et al., 
2010; see also review by Deary et al., 2010). Although we cannot exclude that insufficient 
statistical power disguised differences between boys and girls, our data did not show (re-
gional) sex-dependent longitudinal network changes or correlations between local structur-
al efficiency and IQ at this age.

In conclusion, in this longitudinal study we show that the FA-based topological prop-
erties of the young and healthy teenage brain become more efficient with age. The stream-
line-based network is reorganized to a topology with decreased global efficiency via in-
creases and decreases in local efficiency. This indicates that FA and streamline count cover 
different aspects of the developing brain and that maturation is not always accompanied 
by increases in local information processing. Moreover, the increase in FA-based local and 
global efficiency is related to increases in IQ, whereas in streamline-based networks, local 
decreases in efficiency were related to increases in IQ. This suggests that a decrease in local 
information processing capabilities is not per se undesirable. We also found that variation in 
the topology of both FA and streamline-based networks of young adolescents is partly due 
to genetic variation, and that genes shaping FA-based connectivity organization also benefit 
intelligence. Clearly, the teenage brain is a network in progress in which individual differenc-
es in network maturation relate to the level of intellectual functioning.
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SUPPLEMENTAL MATERIAL
Supplemental Table 5.1 – FA-weighted local efficiency and the broad heritability of local efficiency at 
measurement 1 (M1) and measurement 2 (M2).

Local efficiency Broad heritability of local efficiency
Left Right Left Right

Region M 1 M 2 M 1 M 2 M 1 M 2 M 1 M 2
Precentral 0.41 0.42** 0.40 0.42** 0.43 0.24 0.44 0.48
Frontal_Sup 0.43 0.44** 0.42 0.43** 0.25 0.39 0.26 0.29
Frontal_Sup_Orb 0.41 0.42** 0.42 0.42* 0.25 0.41 0.03 0.22
Frontal_Mid 0.41 0.42** 0.38 0.39** 0.52 0.37 0.38 0.25
Frontal_Mid_Orb 0.39 0.41** 0.38 0.39** 0.23 0.16 0.01 0.08
Frontal_Inf_Oper 0.40 0.42** 0.37 0.39** 0.64 0.38 0.31 0.33
Frontal_Inf_Tri 0.40 0.41** 0.38 0.39** 0.14 0.20 0.23 0.34
Frontal_Inf_Orb 0.38 0.39** 0.37 0.37* 0.04 0.20 0.06 0.16
Rolandic_Oper 0.39 0.41** 0.36 0.38** 0.74 0.32 0.35 0.49
Supp_Motor_Area 0.46 0.47** 0.45 0.46** 0.59 0.47 0.45 0.45
Olfactory 0.39 0.39 0.39 0.38** 0.17 0.37 0.03 0.29
Frontal_Sup_Media 0.47 0.48* 0.46 0.46* 0.43 0.16 0.06 0.19
Frontal_Med_Orb 0.48 0.48 0.47 0.47 0.22 0.26 0.13 0.16
Rectus 0.41 0.41 0.42 0.41 0.09 0.20 0.33 0.31
Insula 0.38 0.40** 0.37 0.39** 0.46 0.40 0.30 0.38
Cingulum_Ant 0.47 0.48 0.48 0.48 0.27 0.18 0.27 0.30
Cingulum_Mid 0.45 0.46** 0.45 0.46** 0.58 0.45 0.38 0.29
Cingulum_Post 0.47 0.50** 0.48 0.50** 0.39 0.30 0.23 0.46
Hippocampus 0.39 0.41** 0.41 0.42** 0.37 0.42 0.19 0.47
ParaHippocampal 0.35 0.36** 0.36 0.37** 0.39 0.40 0.21 0.57
Amygdala 0.36 0.37** 0.36 0.37** 0.54 0.47 0.38 0.33
Calcarine 0.46 0.49** 0.46 0.49** 0.53 0.50 0.23 0.20
Cuneus 0.48 0.51** 0.47 0.49** 0.46 0.35 0.27 0.33
Lingual 0.43 0.45** 0.43 0.45** 0.46 0.48 0.30 0.26
Occipital_Sup 0.46 0.49** 0.45 0.48** 0.34 0.37 0.26 0.14
Occipital_Mid 0.43 0.46** 0.41 0.43** 0.26 0.35 0.36 0.21
Occipital_Inf 0.42 0.45** 0.43 0.45** 0.20 0.31 0.09 0.27
Fusiform 0.38 0.40** 0.39 0.41** 0.34 0.31 0.39 0.43
Postcentral 0.39 0.41** 0.40 0.42** 0.22 0.43 0.44 0.34
Parietal_Sup 0.42 0.45** 0.42 0.43** 0.48 0.43 0.42 0.47
Parietal_Inf 0.39 0.41** 0.40 0.41** 0.56 0.22 0.35 0.35
SupraMarginal 0.38 0.41** 0.38 0.40** 0.25 0.35 0.53 0.50
Angular 0.38 0.41** 0.39 0.41** 0.33 0.46 0.37 0.34
Precuneus 0.43 0.46** 0.45 0.47** 0.40 0.41 0.50 0.49
Paracentral_Lobule 0.44 0.46** 0.45 0.47** 0.31 0.26 0.24 0.33
Caudate 0.39 0.39 0.39 0.39 0.32 0.31 0.30 0.45
Putamen 0.40 0.41** 0.39 0.40** 0.32 0.27 0.22 0.33
Pallidum 0.41 0.43** 0.41 0.42** 0.31 0.14 0.28 0.19
Thalamus 0.41 0.42** 0.41 0.42** 0.46 0.36 0.32 0.34
Heschl 0.39 0.41** 0.37 0.40** 0.67 0.29 0.45 0.45
Temporal_Sup 0.40 0.42** 0.38 0.40** 0.28 0.33 0.13 0.38
Temporal_Pole_Sup 0.37 0.38** 0.35 0.37** 0.70 0.31 0.35 0.32
Temporal_Mid 0.39 0.41** 0.39 0.41** 0.23 0.28 0.26 0.46
Temporal_Pole_Mid 0.38 0.39** 0.37 0.39** 0.62 0.54 0.35 0.58
Temporal_Inf 0.39 0.40** 0.39 0.40** 0.43 0.24 0.44 0.48
* significant change over time (p < 0.05)
** significant change over time (p < 0.05/90)
Bold: significant broad heritability (p < 0.05)
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Supplemental Table 5.2 – Streamline based efficiency at measurement 1 and 2 

Left Right
Regionsexeffect M 1 M 2 M 1 M 2
PrecentralR 840 692** 788 717** 
Frontal_SupL    867 830 788 778
Frontal_Sup_Orb    301 355** 334 398** 
Frontal_MidLR   514 503 402 410
Frontal_Mid_OrbR     283 346** 266 293
Frontal_Inf_OperLR    506 482*  467 417** 
Frontal_Inf_TriLR    469 443*  422 419*  
Frontal_Inf_OrbLR    275 268 285 249*  
Rolandic_OperLR    403 394*  324 287
Supp_Motor_Area         1088 962** 1024 868** 
OlfactoryLR    178 166 175 142** 
Frontal_Sup_MedialL    810 793 679 703
Frontal_Med_Orb 322 328 384 414
Rectus 183 168 194 165** 
InsulaLR    330 345 289 331
Cingulum_Ant 650 774** 765 894** 
Cingulum_Mid 958 790** 1214 1022**
Cingulum_Post 507 547*  590 618
HippocampusR    279 282 331 318
ParaHippocampalLR    256 211** 263 236*  
AmygdalaLR    295 262** 336 296** 
Calcarine 374 383 428 436
CuneusR    487 508 517 548
Lingual 289 285 297 286*  
Occipital_Sup 523 540 495 525
Occipital_MidLR    324 370** 317 346
Occipital_Inf R    242 256 278 263*  
FusiformLR    290 236** 348 294** 
PostcentralLR    548 446** 659 590** 
Parietal_Sup 529 441** 540 489** 
Parietal_InfLR    519 438** 538 514
SupraMarginalLR    640 612 573 527*  
AngularLR    411 397 521 505
PrecuneusR    619 615 698 671
Paracentral_LobuleR    928 727** 828 707** 
CaudateLR    348 287** 380 309** 
PutamenLR    555 541 490 484*  
PallidumLR    465 474 471 481
ThalamusLR    534 499*  517 462** 
Heschl 194 207 181 215** 
Temporal_SupLR    351 358 298 315
Temporal_Pole_Sup 287 297 260 286
Temporal_MidLR    358 360 374 366*  
Temporal_Pole_MidLR    279 276 304 313
Temporal_InfLR    355 306** 348 285** 

*significant change over time (p < 0.05)
**significant change over time (p < 0.05/90)
L / RSignificant effect of sex for left (L) and/or right (R) region: boys > girls in all cases.
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Supplemental Table 5.3 – Broad heritability of streamline count based local efficiency at measure-
ment 1 and 2, and the broad heritability of change in local efficiency.

Left Right Left Right
Region M 1 M 2 M 1 M 2 Change Change
Precentral 0.25 0.36 0.33 0.46 0.15 0.11
Frontal_Sup 0.27 0.35 0.34 0.31 0.28 0.11
Frontal_Sup_Orb 0.31 0.47 0.40 0.35 0.46 0.45
Frontal_Mid 0.56 0.02 0.24 0.01 0.24 0.15
Frontal_Mid_Orb 0.18 0.34 0.09 0.40 0.15 0.27
Frontal_Inf_Oper 0.30 0.24 0.12 0.00 0.28 0.13
Frontal_Inf_Tri 0.25 0.24 0.01 0.11 0.00 0.07
Frontal_Inf_Orb 0.07 0.00 0.18 0.11 0.04 0.04
Rolandic_Oper 0.34 0.24 0.44 0.26 0.02 0.40
Supp_Motor_Area 0.20 0.19 0.43 0.29 0.30 0.20
Olfactory 0.39 0.43 0.37 0.19 0.18 0.33
Frontal_Sup_Medial 0.21 0.48 0.31 0.24 0.22 0.24
Frontal_Med_Orb 0.13 0.39 0.40 0.64 0.26 0.19
Rectus 0.44 0.30 0.09 0.24 0.16 0.04
Insula 0.21 0.02 0.24 0.31 0.06 0.26
Cingulum_Ant 0.49 0.48 0.32 0.54 0.54 0.32
Cingulum_Mid 0.47 0.42 0.41 0.29 0.32 0.39
Cingulum_Post 0.43 0.34 0.55 0.37 0.09 0.22
Hippocampus 0.39 0.27 0.50 0.21 0.01 0.18
ParaHippocampal 0.33 0.08 0.33 0.10 0.10 0.09
Amygdala 0.53 0.29 0.15 0.00 0.06 0.09
Calcarine 0.36 0.37 0.64 0.36 0.11 0.18
Cuneus 0.45 0.16 0.42 0.22 0.16 0.02
Lingual 0.43 0.58 0.43 0.26 0.20 0.32
Occipital_Sup 0.46 0.33 0.39 0.27 0.14 0.01
Occipital_Mid 0.29 0.46 0.31 0.24 0.28 0.00
Occipital_Inf 0.38 0.24 0.56 0.36 0.02 0.31
Fusiform 0.60 0.13 0.30 0.25 0.20 0.02
Postcentral 0.61 0.18 0.46 0.15 0.27 0.28
Parietal_Sup 0.56 0.41 0.35 0.22 0.26 0.17
Parietal_Inf 0.51 0.10 0.45 0.33 0.54 0.04
SupraMarginal 0.54 0.39 0.41 0.24 0.22 0.06
Angular 0.24 0.14 0.31 0.16 0.02 0.05
Precuneus 0.41 0.34 0.39 0.31 0.01 0.01
Paracentral_Lobule 0.27 0.39 0.35 0.22 0.33 0.43
Caudate 0.45 0.20 0.22 0.00 0.26 0.17
Putamen 0.40 0.18 0.53 0.21 0.03 0.17
Pallidum 0.40 0.26 0.42 0.26 0.05 0.09
Thalamus 0.51 0.41 0.32 0.02 0.07 0.24
Heschl 0.02 0.07 0.12 0.24 0.07 0.12
Temporal_Sup 0.11 0.39 0.24 0.32 0.48 0.33
Temporal_Pole_Sup 0.17 0.01 0.34 0.00 0.09 0.30
Temporal_Mid 0.25 0.22 0.21 0.37 0.14 0.08
Temporal_Pole_Mid 0.31 0.06 0.31 0.06 0.05 0.08
Temporal_Inf 0.45 0.05 0.53 0.22 0.18 0.13

Bold: significant broad heritability (p < 0.05) 
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Supplemental Table 5.4 – Significant (p< 0.05) phenotypic correlations (Rph) between change in 
streamline-based local efficiency and change in IQ.  

Region Rph
Frontal_Inf_Orb_R -0.21
Frontal_Med_Orb_R -0.18
Rectus_R -0.16
Cingulum_Ant_L -0.17
Cingulum_Ant_R -0.18
Cingulum_Post_R -0.15
Calcarine_R -0.18
Occipital_Mid_L -0.19
Occipital_Inf_L -0.17
SupraMarginal_R -0.16
Caudate_L -0.19
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ABSTRACT
Adolescence represents an important period during which considerable changes in the 
brain take place, such as increases in integrity of white matter bundles, and increasing effi-
ciency of the structural brain network. A more efficient structural brain network has been 
associated with higher intelligence. Whether development of structural network efficiency 
is related to intelligence, and if so to which extent genetic and environmental influences are 
implicated in their association, is not known. 

In a longitudinal study, we mapped FA-weighted efficiency of the structural brain net-
work in 310 twins and their older siblings at ages 10, 13, and 18 years. Age-trajectories of 
global and local FA-weighted efficiency were related to intelligence. Contributions of genes 
and environment were estimated using structural equation modeling. 

Efficiency of brain networks changed in a non-linear fashion from childhood to early 
adulthood, increasing between 10 and 13 years, and leveling off between 13 and 18 years. 
Adolescents with higher intelligence had higher global and local brain network efficien-
cy. The dependency of FA-weighted global efficiency on longitudinally stable IQ increased 
during adolescence (rph=0.003 at age 10; 0.24 at age18). Global efficiency was significantly 
heritable during adolescence (broad sense heritability of 43% at age 18). The genetic cor-
relation between intelligence and global and local efficiency increased with age, with genes 
explaining up to 87% of the observed correlation at age 18. 

In conclusion, the brain’s structural network differentiates depending on IQ during 
adolescence, and is under increasing influence of genes that are also associated with intelli-
gence as it develops from late childhood to adulthood. 

INTRODUCTION
Adolescence represents a period of considerable brain development. During adolescence 
the cortex becomes thinner (Brown et al., 2012; Ducharme et al., 2012; Gogtay et al., 2004; 
Shaw et al., 2008; van Soelen et al., 2012a; Sowell, 2004) while its connecting white matter 
fibers increase in volume (Brouwer et al., 2012; Paus, 2010) – which it continues to do so 
into young adulthood (Lebel and Beaulieu, 2011; Peters et al., 2014; Schmithorst and Yuan, 
2010; Simmonds et al., 2014). Together, these white matter fibers form structural brain net-
works with an efficient organization that becomes increasingly more efficiently organized 
during development (Koenis et al., 2015). Determining the process of development of the 
brain network during puberty is an important step in understanding developmental disor-
ders that have their onset during this period of rapid changes (Paus et al., 2008). Because 
white matter network development and cognitive development go hand in hand (Koenis et 
al., 2015) and brain and experience may shape each other (Park and Friston, 2013; Paus, 
2013), it is of importance to study both brain and cognitive development and their associa-
tions during adolescence.

Structural brain efficiency has been associated with cognitive functioning. Adults with 
a higher intelligence have a more efficient functional brain network (van den Heuvel et al., 
2009; Langer et al., 2012) and structural white matter network (Bohlken et al., 2016b; Chi-
ang et al., 2009; Li et al., 2009; Wen et al., 2011). Already in childhood (Kim et al., 2016) and 
early adolescence (Koenis et al., 2015; Schmithorst et al., 2005; Tamnes et al., 2011; Wang et 
al., 2012), positive associations between intelligence and structure of the white matter seem 
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to be present, at least to some extent. How does the brain develop during this period of ma-
jor maturational changes in cognition and social environment (Blakemore et al., 2010; Luna 
et al., 2015)? A longitudinal setup with measurements from late childhood and throughout 
adolescence allows us to study this question. By including twins and their siblings, the influ-
ences of genes and environment on these developmental changes can be assessed over time. 

Recently we showed in a longitudinal twin study with measurement from late child-
hood to early adolescence that the FA-weighted structural brain network becomes more 
efficient between the ages of 10 and 13, and that changes in intelligence were related to 
changes in structural efficiency (Koenis et al., 2015). Because we found that FA-weighted 
network efficiency was related to IQ whereas the streamlines-based network efficiency was 
not, we chose to examine the relation between IQ and FA-based network efficiency in the 
current study. Recently, we rescanned these twins and their siblings for a third time at age 
17 (twins) and age 15-23 years (siblings) which allowed us to examine the development 
between FA-based network efficiency and intelligence from late childhood up to late ado-
lescence. Here we report on developmental patterns of white matter efficiency up to early 
adulthood, on the association between white matter network efficiency and intelligence, 
and on the extent to which genetic and the environmental factors influence this develop-
ment of structural brain efficiency. 

MATERIALS AND METHODS

Participants
A total of 226 twins [98 monozygotic subjects (48 boys, 50 girls), 128 dizygotic subjects (66 
boys, 62 girls)] and 103 of their older siblings and 1 younger sibling (44 boys, 60 girls) were 
included in the BrainSCALE cohort (van Soelen et al., 2012b). The sample was recruited 
from the Netherlands Twin Register (van Beijsterveldt et al., 2013). At the first wave the 
mean (SD) age was 9.9 (1.4) years; at the second wave 12.9 (1.4) years; at the third wave 
17.9 (1.3) years. Interval between waves one and two was 2.93 (0.23) years, and between 
two and three 5.02 (0.32) years (Figure 6.1).  From 20 participants, no DTI scan with suf-
ficient quality was collected. In total, 699 scans were collected from 310 participants: 51 
participants had 1 scan; 129 participants had 2 scans; 130 participants had 3 scans. Zygosity 
of the twins was confirmed by genome-wide SNP data. Written informed consents were 
obtained from all subjects and their parents. The Dutch Central Committee on Research in-
volving Human Subjects (CCMO) approved the study. 

Cognition
Intelligence was assessed based on the intelligence quotient (IQ) as measured with the 
Wechsler Intelligence Scale for Children III (WISC-III, Dutch version) at measurement 1 and 
2, and with the Wechsler Adult Intelligence Scale III (WAIS-III, Dutch version) at measure-
ment 3. At the first measurement, all subtasks of the WISC were included. At the second 
measurement, six subtasks of the WISC-III were administered: four verbal subtests (simi-
larities, arithmetic, vocabulary, and digit span), and two non-verbal subtests (picture com-
pletion and block design). At the third measurement, four subtasks of the WAIS-III were ad-
ministered: similarities, vocabulary, block design, and matrix reasoning. Scores on subtests 
from the WISC or WAIS were standardized against age-specific norms, leading to a total IQ 
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MRI acquisition
All MRI brain scans were acquired at the University Medical Center Utrecht on a 1.5 Tes-
la Philips Achieva scanner (Philips, Best, The Netherlands) using the same protocol at all 
waves (Brouwer et al., 2012). For anatomy, a three-dimensional T1-weighted scan (Spoiled 
Gradient Echo; TE = 4.6 ms; TR = 30 ms; flip angle 30°; 160–180 contiguous coronal slices of 
1.2 mm; in-plane resolution 1 x 1 mm2; acquisition matrix 256 x 256) of the whole head was 
made of each individual. For white matter fiber tracking two Single Shot Echo Planar Imaging 
(SS-EPI) DWI scans were acquired (32 diffusion-weighted volumes with diffusion weighting 
b = 1000 s/mm2 and 32 non-collinear diffusion gradient directions; 8 diffusion-unweighted 
(b = 0 s/mm2) scans; TE = 88 ms; TR = 9822 ms; parallel imaging SENSE factor 2.5; flip angle 
90°; 60 transverse slices of 2.5 mm, no gap, FOV 240 mm; 128 x 128 reconstruction matrix; 
96 x 96 acquisition matrix, no cardiac gating) for optimal signal-to-noise ratio. 

MRI processing
White matter pathways, referred to as fibers or tracts, were reconstructed using streamline 
tractography. First, the 2 DWI scans were combined and corrected for possible gradient-in-
duced distortions (Andersson and Skare, 2002). Next, the diffusion pattern in each voxel 
was fitted to a tensor matrix using a robust M-estimator (Chang et al., 2005), providing three 
eigenvectors (representing the three principal directions of diffusion) and corresponding 
eigenvalues. Fractional anisotropy (FA) values were calculated in each voxel as a measure 
of microstructural directionality from the eigenvalues (Basser and Pierpaoli, 1996). Then, 
the b0 scan was registered to the T1-weighted scan using a rigid transformation (no scal-

Figure 6.1 – Ages of the individual participants from the 
twin families and their older singleton sibling at the three 
measurements. Individuals that participated multiple times 
are connected by lines.

score. Because we were interest-
ed in the stable IQ factor during 
adolescence, a mean IQ over all 
measurements was computed 
for each individual, including all 
available IQ scores for that par-
ticipant. Based on their mean 
IQ, participants were divided in 
three equally sized IQ groups: 
below average (mean IQ <= 96, 
n=111, group mean (sd): 86.9 
(7.0)), average (mean IQ 97-
106, n=111, group mean= 101.5 
(3.0)), and above average (mean 
IQ >106, n= 108, group mean= 
116.2 (8.7)). On a group level, 
mean IQ was 101.4 (13.7). Per 
measurement, mean (sd) of IQ 
was: 101.9 (14.7); 101.7 (15.3); 
103.8 (12.7).
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ing), based on optimization of a mutual information metric (Maes et al., 1997), and the 
T1-weighted images were nonlinearly warped into model space per measurement up to a 
scale of 1 mm (Collins et al., 1995), and then to the model of the second measurement. All 
possible fiber tracts between two regions were reconstructed in individual space using the 
diffusion tensor images with an in-house implementation of the fiber assignment by a con-
tinuous tracking (FACT) algorithm (Mori and Van Zijl, 2002) with 8 seed points per voxel, FA 
threshold of 0.1 and maximal angle of 45 degrees. The fiber tracts were warped into model 
space, using the concatenation of the transformations between the b0 scan and T1 scan, 
and between the T1 scan and model space. For network construction, the AAL template 
(Tzourio-Mazoyer et al., 2002) was warped onto the model brain, segmenting the cortex in 
a parcellation map consisting of 90 regions. 

Construction of structural brain networks
A network consists of a set of nodes and connections (edges) that can be mathematically 
expressed as a graph with a collection of nodes and a collection of edges between the nodes 
(Bullmore and Bassett, 2011). Whole brain networks were created based on the 90 AAL 
brain regions. Structural FA-weighted brain networks were created for each individual, one 
for each measurement when available. Each individual network included bundles that were 
present in at least 60% of all participants in each wave (de Reus and van den Heuvel, 2013): 
Network nodes i and j were defined as structurally connected by an edge when from the 
total collection of reconstructed streamlines, in at least 60% of the participants of wave 1, 
wave 2, and wave 3 at least one fiber connected region i and j. For each edge, each subject 
and each wave, weight wij was defined by the mean FA value of the traced fibers between 
region i and j. 

Graph analysis
Mathematical representations of the structural connectivity of the human brain network 
have revealed that the brain is organized according to a highly efficient small-world topol-
ogy combining a high level of segregation (local efficiency) with a high level of global in-
tegration (global efficiency) (Achard and Bullmore, 2007). Global efficiency is a network 
attribute that quantifies how easy information can be exchanged over the network, provid-
ing information on the communication efficiency of a network as a whole. Local efficiency 
reflects how well information can travel in the direct neighborhood of a node, and is often 
interpreted as a metric of the local information processing capacity of a network (Bullmore 
and Sporns, 2012; van den Heuvel and Hulshoff Pol, 2010). To measure changes in efficien-
cy, we computed global and local efficiency in the AAL regions for each individual at each 
measurement using the Brain Connectivity Toolbox (Rubinov and Sporns, 2010; http://
www.brain-connectivity-toolbox.net). Figures were created with the BrainNet Viewer (Xia 
et al., 2013).

Statistical analyses
Structural equation modeling, implemented in the OpenMx package (Boker et al., 2011) in 
R (R Core Team, 2014), was used in all analyses to account for dependency of the data and 
to estimate the relative influences of genes and environment. In a first step, the best fitting 
age-trajectory of global and local efficiency was determined using a step-wise approach: 
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we entered efficiency data up to three measurements for each subject in a saturated model, 
allowing for non-zero covariances between measurements and between members of twin 
and twin-sib pairs. We subsequently fitted a cubic, quadratic, linear and constant age-model, 
with age entered as continuous measure, for each network measure in a top-down fashion.

If the quadratic model fitted worse than the cubic model (based on the differences be-
tween the -2 log likelihoods, p < 0.05), the best model was assumed to be cubic, if not, this 
quadratic model was then compared to a linear model, and so on. Once the best-fitting mod-
el for each network measure was determined, we proceeded in two ways:

1) Based on the best-fitting age model (cubic, quadratic, linear, or constant), we tested 
whether a model allowing different trajectories for the three IQ groups fitted the data better 
than the model using only one trajectory for the whole group.

2) We computed residuals of the network measures by taking out the effect of age based 
on the best fitting model determined above. The residuals were subsequently modeled in a 
4-variate genetic model (described below), combining the network data per wave and mean 
IQ, to estimate a) (genetic) correlations between network measures and IQ at each of the 
three waves; b) heritability of network measures at the three waves; c) the genetic correla-
tions between network measures at wave 1 and 2, and between wave 2 and 3.

Genetic modeling of twin and sib data
Relative influences of genetic and environmental factors were examined in an extended 
twin design by comparing within-pair correlations between monozygotic (MZ) and dizy-
gotic (DZ) twins / twin sibling pairs. Differences between these correlations may arise be-
cause monozygotic twins share (almost) 100% of their genetic makeup and twin-sibling 
pairs, like dizygotic pairs, share on average 50% of their segregating genes (Posthuma et 
al., 2003). When an MZ correlation is twice as high as a DZ correlation, this indicates that fa-
milial resemblance is largely accounted for by genetic factors. In addition to genetic factors, 
resemblance between twins and sibs can arise from common environmental factors, which 
comprises those environmental factors that induce similarity in children growing up in the 
same family. The presence of common environmental factors is suggested when correla-
tions between DZ twins and twins/sibs are larger than half the MZ correlation. When the MZ 
correlations are more than twice the DZ/sib correlations, there is a suggestion for non-ad-
ditive genetic influences (for example epistasis or dominance). Unique environmental influ-
ences are not shared with other family members and also contain the measurement error. 

The same rationale as described for the univariate case can be applied to multivariate 
data. If a correlation exists between two variables, the cross-trait cross-twin/sibling cor-
relations give an indication whether the same genes, or (shared) environment is responsible 
for the association. Estimates of heritability of the network and correlations with IQ were 
done in a 4-variate model: network metric of each measurement (thus three), and mean IQ.

Genetic analyses
For each network measure, we fitted a 4-variate model to the data including the three net-
work measures at each wave and mean IQ. Based on our previous work, we fitted a mod-
el that allowed for additive and non-additive genetic effects and unique environment for 
the network measures (Koenis et al., 2015) and additive genetic effects, and common and 
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unique environment for mean IQ (van Soelen et al., 2011) (Supplementary Figure 6.1). The 
proportion of the total variance that can be attributed to genetic or environmental factors 
gives estimates of (univariate) heritability (h2), broad sense heritability (h2

 
+ d2), common 

environmental influence (c2) and unique environmental influence (e2). A genetic correlation 
rg between each pair of two variables was defined as the (broad) genetic covariance be-
tween two traits, divided by the square roots of the part of variances that can be attributed 
to (broad) genetic factors for each trait (for details see Koenis et al., 2013). Because a genetic 
correlation does not take the heritability of the traits into account, we also computed the 
rph-g which is defined as the (broad) genetic covariance between two traits, divided by the 
square roots of the variances for each trait (Toulopoulou et al., 2007). Rph-g can be interpret-
ed as the correlation that would be observed if only genetic factors are taken into account. 
The environmental correlations re and rph-e were defined similarly. 

Post-hoc analyses
In our previous work, we found that changes in IQ are related to changes in FA-based local 
efficiency between the age of 10 and 13 years (Koenis et al., 2015). Here, we focused on the 
stable component of IQ, by averaging all available IQ measures of a subject. However, in a 
post-hoc analysis, we investigated whether change in IQ and change in local efficiency were 
related between the ages of 13 and 18 years. Additionally, we recomputed the correlations 
with IQ using the IQ measure acquired at each wave.

As another post-hoc analysis, we tested whether the developmental pattern of the 
structural brain network was different for boys and girls. Subsequently, we tested whether 
the correlations between efficiency measures and IQ were different in boys and girls, by 
testing a genetic model that allows for qualitative sex differences. In such a model, the co-
variance between members of opposite-sex twin and twin-sibling pairs that is attributed to 
additive (or dominant) genetic factors is not assumed to be equal to 0.5 (0.25 for dominant 
factors), but estimated from the data. Sex differences in additive and dominant genetic influ-
ences on the covariance were tested in separate models. Quantitative sex effects were tested 
in a model in which the genetic factors influencing network measures in boys and girls were 
the same, but the path loadings (i.e. heritabilities) were allowed to be different. 

RESULTS

Efficiency of adolescent brain networks develops in a non-linear pattern 
FA-based global efficiency followed a cubic pattern (better fit compared to lower degree 
polynomial functions; p = 0.0003) with age, characterized by an increase in efficiency from 
age 10 to around age 13, followed by a period of leveling off until around age 18 (Figure 
6.2). On a local level, most regions showed this cubic pattern, although for some regions 
a quadratic trajectory fitted the data better (Supplementary Figure 6.2). Visually, regional 
differences in developmental trajectories were mostly observed between the ages of 13 and 
18, where FA-based local efficiency either decreased or remained stable: in frontal areas the 
decrease was most prominent, in subcortical areas milder decrease in efficiency was found, 
while decrease was minimal or absent in temporal, parietal and occipital areas (Supplemen-
tary Figure 6.2). 
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Adolescent brains differentiate in relation to IQ
When separating out age trajectories per IQ group, differential trajectories of global efficien-
cy for the three IQ groups revealed a better fit (p = 0.04) than one trajectory for all partic-
ipants. More specifically, we found that the high IQ group was best characterized by stable 
global efficiency between the ages 13 through 18, whereas the middle and lower IQ groups 
on average decline in global efficiency (Figure 6.3A). A differential pattern for each IQ group 
was seen also for local efficiency in numerous regions throughout the brain (54 regions; 
FDR-corrected for 90 brain regions, p < 0.05) (Figure 6.3B). 

Correlations between IQ and efficiency emerge during adolescence
Over time, the association between IQ and global and local FA-weighted network efficiency 
increased significantly (Figure 6.4): A model which allowed free estimations of phenotypic 
correlations between efficiency and IQ fitted better than a model which constrained the cor-
relations to be equal across measurements (global efficiency p=0.02; local efficiency in 46 
regions, p < 0.05; 12 regions reached FDR corrected significance). More specifically, at age 
10, efficiency of the structural network was not significantly correlated with IQ (global effi-
ciency: rph = 0.003; p = 0.96). At age 13, IQ was significantly correlated with global efficiency 
(rph = 0.15, p = 0.05) and this correlation was even higher at age 18 (rph = 0.24, p = 0.002) 
(Figure 6.4B). At the local level, there was one region with a significant association between 
local efficiency and IQ at age 9 (rph = 0.13, p = 0.05). At age 13, local efficiency was associat-
ed with IQ in 35 regions of the brain (mean local efficiency rph = 0.16, p = 0.03; regionally in 
36 regions up to rph = 0.21, p=0.006) but these correlations did not survive FDR-corrected 
significance. At age 18, correlations between local efficiency and IQ at the regional level 74 
regions reached FDR-corrected significance (mean local efficiency: rph = 0.26, p = 0.0007, 
regionally in 74 regions, up to r = 0.29, p = 0.0002; see Supplemental Table 6.1). 

Across measurements, the correlations between global efficiency and IQ were part-
ly driven by genes (Figure 6.4B). The relative influence of genes implicated in the associ-
ation between intelligence and FA-weighted global efficiency increased significantly over 
time: a model which constrained the genetic part of the phenotypic correlation (rph-g) to be 
equal across all measurements fitted worse than a model which allowed the correlation to 
be fitted freely (global efficiency: p = 0.02). Investigating the three waves separately, rph-g 
between FA-weighted global efficiency and IQ was not significantly different from zero at 
the first wave (rph-g = 0.026, p = 0.76), but it was at waves 2 and 3 (wave 2: rph-g = 0.25, p = 
0.004; wave 3: rph-g = 0.20, p = 0.016), to an equal extent (rph-g could be set equal at wave 
2 and 3, p = 0.63). In addition, in wave 2, around the age of 13, but not in wave 3 (around 
age 18) there was a unique environmental influence that annulled the genetic association 
between FA-weighted global efficiency and IQ (rph-e = -0.10; p = 0.02).

Positive contributions of genes to the correlations between IQ and FA-weighted local 
efficiency were found at ages 13 and 18 (age 13: 71 regions, p < 0.05 FDR corrected; age 
18: 60 regions at p < 0.05, of which 18 regions reached FDR corrected significance, Sup-
plementary Figure 6.3). The same pattern of an increase in the genetic contribution to the 
correlation between local efficiency and IQ from age 10 to age 13 (32 regions p < 0.05 un-
corrected) and then a stable positive rph-g to age 18 (all regions, p > 0.08) was seen through-
out the brain. Similar to the correlation between IQ and global efficiency, locally, a negative 
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unique-environmental correlation between IQ and FA-weighted local efficiency was found 
at age 13, throughout the brain in 43 regions (rph-e up to –0.14, p = 0.0005 uncorrected, see 
Supplemental Figure 6.3).

Genetic influences on structural network efficiency and IQ
Broad heritability of FA-weighted global efficiency was 39% (95% CI: 14-59%), 20[5-43]%, 
and 43[19-62]% for ages 10, 13 and 18 respectively (Figure 6.5A). Broad heritability did 
not significantly differ at the respective ages for global and local efficiency (Figure 6.5B; 
Supplemental Table 6.2). Heritability of mean IQ was estimated at 72% (95% CI: 54-92%).

A stable genetic factor influenced global efficiency at waves 1 and 2 (rg=0.78 [0.09-
0.98]). A model where rg was constrained to be zero fitted worse than a model that allowed 
rg to be estimated freely (p=0.03). The same was found for the genetic correlation between 
global efficiency at wave 2 and 3 (rg=0.85 [0.25-1.00], p = 0.008). 

For local efficiency, 38 regions were partly influenced by the same genetic factor at 
both wave 1 and 2 (p < 0.05, FDR-corrected, see Supplemental Table 6.2). For waves 2 and 3, 
51 regions were found to be influenced by the same genetic factor (p < 0.05, FDR-corrected). 
Regions where a stable genetic factor influenced local efficiency were distributed over the 
entire brain.

Post-hoc analyses
Repeating the analyses by computing the associations between IQ and brain network measures 

Figure 6.2 – Development of FA-weighted global efficiency during
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Figure 6.3 – Development of efficiency depends in part on intelligence and genes. Global (A) and local 
(B) FA-weighted efficiency develops differentially depending on IQ. A: Trajectories of global efficiency 
for the three IQ groups. B: Regions were local efficiency of different IQ groups followed significant 
(FDR corrected; in yellow, purple, and blue) differential trajectories. Sizes of the spheres reflect relative 
p-value (1 – FDR-corrected p value). Yellow spheres indicate cubic fit; purple quadratic fit; blue a linear 
fit. Insets show an example of the local efficiency of the left cuneus and left insula.

using the IQ measured at that wave instead of the mean IQ, did not change our findings.
There were no significant differences between boys and girls at each time-point sepa-

rately for FA-weighted global and local efficiency. The associations between global and local 
efficiency of the brain with IQ revealed no evidence for quantitative or qualitative genetic 
sex-differences. 

No differential developmental trajectories for FA-weighted global efficiency in boys 
and girls were found (p= 0.11). Locally, however, several regions showed a better fit for the 
model with different trajectories for boys and girls compared to the model that fitted one 
trajectory for all participants. This sex-effect reached FDR-corrected significance (p < 0.05) 
for the following 10 regions: left rolandic operculum, left medial orbitofrontal gyrus, left an-
terior cingulum, left amygdala, bilateral calcarine sulcus, right angular gyrus, right pallidum, 
right heschl gyrus, left superior temporal gyrus. Generally, in these 10 regions, boys started 
with a lower efficiency than girls at age 10, made a steeper increase in efficiency between 
ages 10 and 13 and end with a higher efficiency than girls at age 13 and 18. For the left supe-
rior temporal gyrus, left rolandic operculum and right heschl gyrus, the fitted age trajectory 
for boys had a lower level of efficiency over the entire age range compared to girls.

The strong correlations between local efficiency and IQ at age 18 seem to be driven by 
the girls in our sample: 2 regions reached FDR significance in the boys, whereas 46 regions 
reached FDR significance in girls of the same age. 
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DISCUSSION
In this longitudinal study, we measured the development of FA-weighted global and local ef-
ficiency of the brain network in relation to intelligence in (young) adolescent twins and their 
siblings from over 100 families at 3 time-points. We show that FA-weighted efficiency of the 
structural brain network increases during early adolescence and levels off during mid ad-
olescence. Moreover, during adolescence, individual differences in intelligence become in-
creasingly reflected in the structural brain network, with widespread correlations between 
intelligence and FA-weighted local efficiency at age 18 years. This effect is due to develop-
ment of network efficiency. Finally, we report that genes contribute to the brain’s network 
efficiency during development and to its growing association with intelligence, explaining 
up to 87% of this association by age 18, while unique environmental factors counteract this 
genetic effect around age 13 years. Thus, during adolescent development, communication in 
the brain network becomes a reflection of intelligence by the age of 18 years, in part under 
the influence of genes.  

We report for the first time that efficiency of the structural brain network increases 
throughout adolescent development in a non-linear fashion: an increase in efficiency that is 
particularly prominent before age 13, and levels off during mid-adolescence. Moreover, de-
velopment of local efficiency follows different trajectories, with frontal and subcortical re-
gions having a seemingly small decrease in local efficiency around mid-adolescence, where-
as occipital regions continued to increase in efficiency until adulthood. Earlier, we showed 
that between 10 and 13 years there is an increase in FA-based efficiency of the brain net-
work with most regions showing increases in efficiency over time (Koenis et al., 2015). Here 
we extend this finding with a third measurement in these twins and their siblings on the 
verge of adulthood, revealing that the increase in global and local FA-based efficiency stabi-
lizes in late adolescence in most individuals, and decreases in some individuals. Regarding 
the influence of genes on network efficiency, we find that during adolescence variance in 
network efficiency could partly be explained by stable genetic influences.

Our finding that FA-weighted efficiency increase throughout adolescence but levels off 

Figure 6.4 – A: Phenotypic correlation between IQ and local efficiency at age 10, 13, and 18. Size of the 
spheres reflects size of the correlation. Dark green nodes indicate significance at p < 0.05; light green 
spheres indicate FDR-corrected significance. B: Genetic and unique environmental contributions to the 
phenotypic correlation between global efficiency and IQ at age 10, 13, and 18. * significant at p < 0.05; 
** significant at p < 0.005.
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Figure 6.5 – Broad heritability of global (A) and local (B) efficiency during adolescence. Broad herita-
bility of global efficiency was significantly different from zero (*) on all three measurements. Size of the 
spheres reflects magnitude of broad heritability. Grey spheres indicate estimates of broad heritability 
were not significantly different from zero.

between age 13 and 18, is supported by cross-sectional studies reporting increases in FA 
with increasing age during adolescence and a pattern of FA development that differs across 
white matter bundles (Lebel and Beaulieu, 2011; Peters et al., 2014; Schmithorst and Yuan, 
2010; Simmonds et al., 2014). A recent longitudinal study in adolescents between 15 and 
19 years, comparable with our second and third wave, also reports both increases and de-
creases in FA and streamline count during late adolescence, with preferential maturation in 
hub-to-hub connections (Baker et al., 2015). Our findings are also in alignment with devel-
opment of white matter volume (Brouwer et al., 2012; Paus, 2010) , which is consistent with 
the small but positive association between white matter volume and FA reported in adult 
twins (Bohlken et al., 2016a). Also, our FA-weighted findings align with cross-sectional re-
ports of streamline-count weighted efficiency of brain networks showing largely positive 
correlations with age in childhood 

Our finding that FA-weighted efficiency increase throughout adolescence but levels off 
between age 13 and 18, is supported by cross-sectional studies reporting increases in FA 
with increasing age during adolescence and a pattern of FA development that differs across 
white matter bundles (Lebel and Beaulieu, 2011; Peters et al., 2014; Schmithorst and Yuan, 
2010; Simmonds et al., 2014). A recent longitudinal study in adolescents between 15 and 
19 years, comparable with our second and third wave, also reports both increases and de-
creases in FA and streamline count during late adolescence, with preferential maturation in 
hub-to-hub connections (Baker et al., 2015). Our findings are also in alignment with devel-
opment of white matter volume (Brouwer et al., 2012; Paus, 2010) , which is consistent with 
the small but positive association between white matter volume and FA reported in adult 
twins (Bohlken et al., 2016a). Also, our FA-weighted findings align with cross-sectional re-
ports of streamline-count weighted efficiency of brain networks showing largely positive 
correlations with age in childhood and adolescence (Dennis et al., 2013; Hagmann et al., 
2010) while leveling off or showing a negative correlation in adulthood (Dennis et al., 2013; 
Gong et al., 2009; Lim et al., 2015). We add to the existing literature that the adolescent 
FA-weighted network develops in a non-linear pattern

The question remains how the brain continues to function in an efficient manner 
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during the years in which both brain and cognition are changing rapidly (Blakemore et al., 
2010; Luna et al., 2015). Based on our data, it seems as if the moment the structural brain 
network has grown into its adult state, we can see the individual levels of general cognitive 
functioning reflected in the brain’s level of network efficiency, while earlier in development 
there are only some indications of this link. This is probably related to the stable component 
of IQ, as our findings were similar using mean IQ of all time points, or IQ at the individual 
time points. That developmental trajectories of white matter connectivity depend on cog-
nitive functioning is supported by the study of Tamnes et al. (2010), which showed that the 
development of FA between 8-30 years is related to the level of verbal intelligence. Other 
studies support the notion that structural brain associations with IQ are not stable through-
out life. Cortical thickness studies show differential developmental trajectories depending 
on the IQ (Brans et al., 2010; Brouwer et al., 2014; Karama et al., 2014; Schnack et al., 2015; 
Shaw et al., 2006). The absence of a correlation between FA-weighted network efficiency 
and IQ in late childhood is somewhat inconsistent with a recent study in in children age 6-11 
years that reports a positive correlation between block design and FA-weighted network ef-
ficiency, but not with other non-verbal subtasks (Kim et al., 2016). However, total IQ versus 
a single IQ-subtask may be differently related to local brain regions and thus may show a 
different developmental pattern in relation to brain development. 

Global efficiency of the white matter network is already heritable at age 10 years 
(39%), and remains largely stable throughout adolescence, with estimated heritability of 
20% at age 13 years and 44% at age 18 years. This estimate is comparable with the herita-
bility estimates of FA in adult twins (Blokland et al., 2012; Bohlken et al., 2014; Chiang et 
al., 2011; Jahanshad et al., 2013; Kochunov et al., 2015). While significant, its heritability is 
quite modest when compared with the heritability for white matter volume that is estimat-
ed to be over 85% in both adolescence (van Soelen et al., 2013) and adulthood (Bohlken 
et al., 2014). This leaves ample room for influences of the environment on the network of 
white matter fiber connectivity in adolescence and adulthood.

Individual differences in genetic makeup become increasingly implicated in the associ-
ation between IQ and FA-weighted efficiency of the structural network: from no significant 
influence at age 10 years (rph-g = 0.02) to a significant influence at age 13 (wave 2: rph-g = 
0.25) and remaining largely stable at age 18 (wave 3: rph-g = 0.20). By the time adolescents 
have reached age 18 years, genes explain up to 87% of the association between intelligence 
and local efficiency of the brain network. Individual environmental factors were found to 
counteract this development around age 13 years (rph-e = -0.10), suggesting that at that time 
unique environmental differences are important for this association. As IQ was assumed to 
be equal at all three waves, these genetic and environmental influences can be considered 
to be largely due to development of the brain network. 

Individual increases and decreases in IQ related to brain network changes were only 
found in early adolescence in our cohort (Koenis et al., 2015). Changes in individual IQ over 
time have been reported earlier (Burgaleta et al., 2014; Ramsden et al., 2011; Waber et al., 
2012). These individual changes in IQ were found to be associated with changes in brain 
structure (Ramsden et al., 2011) and with changes in efficiency of the brain network in early 
adolescence (Koenis et al., 2015). In our cohort, between ages 13 and 18, we did not find 
that changes in IQ were significantly related to changes in FA-weighted network efficiency. 



6

Chapter 6

122

This could be caused by the more pronounced influences of the genetic background that 
influences the brain and intelligence during late adolescence. For both  IQ (Haworth et al., 
2010; van Soelen et al., 2011) and brain structure (Lenroot et al., 2009) genetic influences 
have been shown to increase with age. Moreover, individuals with a higher IQ show a higher 
common environmental influence on IQ during adolescence compared to teenagers with a 
lower IQ (Brant et al., 2013). This may allow for a longer sensitive period in individuals with 
a higher IQ.

Girls enter puberty earlier than boys (Koenis et al., 2013; Mul et al., 2001), and their 
brains also develop at a different pace during adolescence (Gogtay et al., 2004; Gur and 
Gur, 2016; Raznahan et al., 2010). We find sex related differences in the developmental tra-
jectories of network efficiency in a few regions, with girls starting to increase in efficiency 
earlier than boys and boys catching up with the girls around age 13. Indeed, several studies 
report differences between the sexes with regard to development of FA, especially between 
childhood and early adulthood (Herting et al., 2012; Ladouceur et al., 2012; Lebel et al., 
2012; Schmithorst et al., 2008; Simmonds et al., 2014; Wang et al., 2012; but see Lebel and 
Beaulieu, 2011; Peters et al., 2014). Despite the difference in the trajectories, no significant 
differences between the sexes were found within each wave for mean efficiency values in 
our cohort. In addition, no qualitative or quantitative sex differences were found on the (ge-
netic) association between FA-weighted local network efficiency and IQ at each wave. How-
ever, the brain wide correlation between local efficiency and IQ at age 18 seems to be more 
prominent in the girls in our cohort. Sex dependent associations in white matter with IQ 
have been reported earlier, both in children (Luders et al., 2011; Schmithorst, 2009; Wang 
et al., 2012) and in adults (Gur et al., 1999; Tang et al., 2010, but see Tamnes et al., 2010). 
Possibly, because girls start their pubertal development earlier than boys do (with regard to 
both secondary sexual characteristics and brain development) the difference between boys 
and girls at age 18 we observed, is the result of the timing of developmental processes. A 
fourth measurement would be able to elucidate this question.

Some limitations need to be taken into consideration when interpreting the findings 
of this study. First, the network measures are strongly driven by their weights, in our case 
FA. Although we did not correct for individual differences in mean FA of the total white 
matter, the results give an indication of the connectivity of the white matter bundles as well 
as their strength (measured by FA) of the connections. Especially for local efficiency, a net-
work approach is more informative than measures of local FA. Second, we specifically stud-
ied the FA-weighted networks because our previous study showed a correlation between 
FA-weighted network efficiency and IQ, but not streamline weighed network efficiency 
(Koenis et al., 2015). Besides, we showed that during adolescence, the streamline weighted 
network behaves different from the FA-weighted network (Koenis et al., 2015). This must 
be taken into account when comparing the results with other studies. 

In conclusion, we find non-linear development of the structural brain network’s effi-
ciency during adolescence that is differentiates with intelligence. The correlation between 
IQ and local FA-weighted efficiency becomes clearly visible by the time adulthood is reached, 
and is influenced by genes common to both intelligence and structural network efficiency.    
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Supplemental Figure 6.1 – Four-variate twin model to which the data was fitted. For clarity, half of the 
model is shown, i.e., only for twin A.

SUPPLEMENTAL MATERIAL
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Supplemental Table 6.1 – Phenotypic correlations between mean IQ and local efficiency at all 
three measurements (M1, M2, M3).

Left Right
Rph M1 Rph M2 Rph M3 Rph M1 Rph M2 Rph M3

Precentral 0.02 0.15** 0.25* 0.04 0.18** 0.28**
Frontal_Sup 0.00 0.10** 0.16 -0.00 0.13** 0.14
Frontal_Sup_Orb -0.02 0.13** 0.28** -0.03 0.15** 0.12
Frontal_Mid 0.02 0.17** 0.19 -0.04 0.12** 0.14
Frontal_Mid_Orb 0.00 0.17** 0.20 -0.02 0.07 0.07
Frontal_Inf_Oper 0.09 0.16** 0.25** 0.13 0.13 0.18
Frontal_Inf_Tri 0.04 0.17** 0.26* 0.07 0.11 0.17*
Frontal_Inf_Orb 0.04 0.18** 0.23* 0.05 0.18** 0.13
Rolandic_Oper 0.04 0.17** 0.27** 0.06 0.20** 0.24**
Supp_Motor_Area -0.02 0.13** 0.21* 0.01 0.13** 0.21*
Olfactory 0.04 0.13** 0.18 0.05 0.11 0.15
Frontal_Sup_Medial -0.01 0.18** 0.17 -0.02 0.12** 0.15
Frontal_Med_Orb -0.01 0.08 0.15 -0.01 0.06 0.12
Rectus 0.07 0.18** 0.27** 0.02 0.16** 0.13
Insula 0.06 0.18** 0.26** 0.04 0.17** 0.24*
Cingulum_Ant 0.04 0.14** 0.15 -0.00 0.10* 0.15
Cingulum_Mid 0.02 0.10** 0.27** 0.03 0.10** 0.24*
Cingulum_Post 0.01 0.12** 0.22* 0.01 0.10** 0.20*
Hippocampus -0.01 0.15** 0.21* -0.02 0.10** 0.23*
ParaHippocampal 0.06 0.13** 0.24* 0.06 0.15** 0.23
Amygdala 0.06 0.14** 0.18 0.09 0.15** 0.22*
Calcarine 0.02 0.06 0.22** -0.01 0.13** 0.22*
Cuneus 0.04 0.12** 0.23* 0.01 0.13** 0.22*
Lingual 0.03 0.10* 0.22* 0.03 0.06 0.27**
Occipital_Sup 0.04 0.13** 0.25* -0.03 0.14** 0.22*
Occipital_Mid 0.01 0.17** 0.22* -0.09 0.12** 0.19*
Occipital_Inf -0.00 0.12 0.15 -0.07 0.11 0.19*
Fusiform 0.03 0.20** 0.20* -0.02 0.13** 0.20*
Postcentral 0.03 0.17** 0.25* 0.03 0.13** 0.24*
Parietal_Sup 0.02 0.09 0.21 -0.00 0.15** 0.21*
Parietal_Inf -0.03 0.14** 0.19 -0.03 0.15** 0.22*
SupraMarginal -0.03 0.15** 0.25* 0.08 0.18** 0.26**
Angular -0.06 0.11 0.14 -0.01 0.18** 0.22*
Precuneus 0.03 0.10 0.21* 0.03 0.08** 0.25**
Paracentral_Lobule -0.01 0.07 0.21* 0.06 0.05 0.25*
Caudate 0.09 0.12** 0.20 0.07 0.10** 0.19
Putamen 0.03 0.16** 0.24* 0.03 0.13** 0.19
Pallidum 0.00 0.11** 0.23* -0.03 0.13** 0.10
Thalamus -0.02 0.03 0.20 0.02 0.02 0.18
Heschl 0.01 0.18** 0.25 -0.02 0.16** 0.27**
Temporal_Sup -0.00 0.18** 0.29** -0.02 0.18** 0.27**
Temporal_Pole_Sup 0.04 0.17** 0.23* 0.07 0.21** 0.23*
Temporal_Mid -0.02 0.18** 0.24* -0.04 0.17** 0.25*
Temporal_Pole_Mid 0.03 0.17** 0.26** 0.04 0.16** 0.22*
Temporal_Inf -0.00 0.16** 0.26** 0.04 0.11** 0.28**

Underlined: significant correlations (p < 0.05) between local efficiency and mean IQ
Bold: FDR corrected significant correlations between local efficiency and mean IQ
* significant rph-g (p < 0.05)
** FDR corrected significant rph-g 
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Supplemental Figure 6.2 – Development of FA-weighted local efficiency during adolescence. All 90 
AAL regions are grouped in 6 large cortical and subcortical brain regions. Left and right hemispheres 
have the same color; dashed lines represent trajectory of local efficiency of regions in the right hemi-
sphere, continuous lines represent left hemispheric regions.
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Supplemental Figure 6.3 – Presentation of the phenotypic (top, green), genetic (middle, pink), and 
unique environmental (bottom, blue) correlations between local efficiency and IQ at wave 1, 2, and 3. 
Dark colors indicate significance at p < 0.05; light colors indicate FDR-corrected significance. Size of 
the sphere is the absolute correlation strength; for the rph-e, the correlations are negative at wave 2, 
mainly positive at wave 3 (one region reached significance at p < 0.05; indicated in orange). Although 
there was a high genetic contribution to the correlation between IQ and local efficiency at age 13 (wave 
2), the negative unique environmental influences led to a small phenotypic correlation. At age 18 (wave 
3), the negative unique environmental correlation was not present, and the phenotypic correlation 
comes to bloom.
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Supplemental Table 6.2 – Heritabilities of local efficiency at all three measurements (M1, M2, M3); 
and the genetic correlation between local efficiency of measurements 1 and 2 (M1-2), and measure-
ments 2 and 3 (M2-3).

Left Right
Broad heritability Rg Broad heritability Rg
M1 M2 M3 M1-2 M2-3 M1 M2 M3 M1-2 M2-3

Precentral 0.43 0.20 0.39 0.76 0.94 0.11 0.19 0.17 0.76 0.85
Frontal_Sup 0.32 0.24 0.49 0.88 0.80 0.07 0.12 0.33 0.78 0.83
Frontal_Sup_Orb 0.25 0.21 0.44 0.69 0.59 0.07 0.08 0.30 0.42 0.55
Frontal_Mid 0.43 0.17 0.38 0.72 0.66 0.00 0.06 0.10 0.71 0.85
Frontal_Mid_Orb 0.31 0.17 0.33 0.67 0.81 0.14 0.13 0.15 0.80 0.96
Frontal_Inf_Oper 0.59 0.21 0.37 0.65 0.82 0.13 0.07 0.17 0.64 0.72
Frontal_Inf_Tri 0.23 0.10 0.32 0.54 0.63 0.25 0.09 0.15 0.48 0.86
Frontal_Inf_Orb 0.12 0.08 0.22 0.18 0.45 0.09 0.10 0.20 0.19 0.39
Rolandic_Oper 0.56 0.24 0.38 0.67 0.95 0.06 0.16 0.37 0.55 0.77
Supp_Motor_Area 0.44 0.19 0.40 0.65 0.92 0.15 0.18 0.36 0.78 0.66
Olfactory 0.22 0.07 0.29 0.38 0.65 0.02 0.04 0.30 0.15 0.28
Frontal_Sup_Medial 0.25 0.25 0.52 0.64 0.80 0.10 0.16 0.40 0.53 0.84
Frontal_Med_Orb 0.15 0.16 0.36 0.75 0.85 0.04 0.05 0.41 0.43 0.67
Rectus 0.23 0.16 0.39 0.60 0.81 0.07 0.10 0.20 0.17 0.39
Insula 0.29 0.15 0.31 0.61 0.66 0.18 0.12 0.22 0.74 0.85
Cingulum_Ant 0.22 0.17 0.42 0.55 0.36 0.12 0.12 0.45 0.69 0.66
Cingulum_Mid 0.34 0.26 0.41 0.87 0.64 0.24 0.19 0.30 0.87 0.70
Cingulum_Post 0.27 0.25 0.46 0.90 0.66 0.32 0.28 0.27 0.87 0.55
Hippocampus 0.30 0.30 0.32 0.77 0.62 0.07 0.14 0.12 0.58 0.67
ParaHippocampal 0.31 0.16 0.19 -0.04 0.71 0.03 0.08 0.24 0.68 0.74
Amygdala 0.34 0.07 0.18 0.16 0.55 0.03 0.10 0.24 0.66 0.59
Calcarine 0.39 0.38 0.39 0.89 0.60 0.40 0.24 0.16 0.73 0.67
Cuneus 0.39 0.41 0.40 0.90 0.80 0.29 0.21 0.07 0.81 0.69
Lingual 0.31 0.28 0.40 0.89 0.78 0.00 0.02 0.07 0.93 0.76
Occipital_Sup 0.43 0.39 0.30 0.79 0.87 0.20 0.21 0.07 0.85 0.76
Occipital_Mid 0.30 0.40 0.42 0.64 0.72 0.31 0.07 0.05 0.51 0.87
Occipital_Inf 0.20 0.28 0.32 0.51 0.70 0.21 0.08 0.06 0.57 0.78
Fusiform 0.34 0.16 0.27 0.43 0.40 0.01 0.07 0.05 0.71 0.80
Postcentral 0.34 0.19 0.36 0.79 0.79 0.17 0.17 0.28 0.82 0.83
Parietal_Sup 0.26 0.33 0.48 0.73 0.48 0.13 0.15 0.06 0.80 0.59
Parietal_Inf 0.41 0.15 0.47 0.66 0.65 0.17 0.16 0.14 0.82 0.81
SupraMarginal 0.41 0.18 0.39 0.73 0.83 0.03 0.11 0.13 0.83 0.78
Angular 0.37 0.29 0.51 0.71 0.57 0.10 0.13 0.05 0.83 0.84
Precuneus 0.35 0.32 0.35 0.91 0.73 0.25 0.21 0.20 0.91 0.73
Paracentral_Lobule 0.42 0.26 0.33 0.94 0.95 0.34 0.22 0.20 0.97 0.79
Caudate 0.34 0.10 0.26 0.01 0.51 0.06 0.12 0.30 0.72 0.91
Putamen 0.41 0.12 0.33 0.65 0.77 0.06 0.08 0.23 0.87 0.87
Pallidum 0.41 0.19 0.35 0.86 0.90 0.24 0.17 0.48 0.82 0.65
Thalamus 0.42 0.18 0.19 0.92 0.75 0.33 0.18 0.35 0.95 0.66
Heschl 0.39 0.14 0.31 0.42 0.66 0.20 0.12 0.12 0.42 0.71
Temporal_Sup 0.50 0.16 0.44 0.67 0.70 0.20 0.11 0.07 0.68 0.93
Temporal_Pole_Sup 0.29 0.12 0.29 0.42 0.79 0.10 0.17 0.36 0.34 0.72
Temporal_Mid 0.48 0.20 0.50 0.75 0.71 0.33 0.15 0.16 0.75 0.85
Temporal_Pole_Mid 0.21 0.09 0.29 0.18 0.52 0.06 0.15 0.33 0.47 0.88
Temporal_Inf 0.43 0.16 0.41 0.63 0.86 0.03 0.10 0.09 0.85 0.94

All estimates of broad heritability were larger than zero (based on 95%CI)
Underlined: Rg is significantly (p < 0.05) different from zero
Bold: Rg is FDR corrected significantly different from zero



Know why the nightingale sings
Is the answer to everything

Nightwish, Know why the nightingale sings? (1997)
Lyrics by Tuomas Holopainen



Chapter 7
Summary & Discussion



7

Chapter 7

134

OVERVIEW
Adolescence is a period of major changes in hormone levels, cognition, physical develop-
ment, and brain development. The aim of this thesis was to study the development of the 
adolescent brain and how hormone levels and intelligence are related to that development. 
This was done with data from the BrainSCALE cohort, a longitudinal study with up to 3 as-
sessments in twins and their older siblings from late childhood to late adolescence. The twin 
design allows for the disentanglement of genetic and environmental influences on the traits 
of interest. In this chapter, a summary per chapter is provided, followed by a discussion on 
the main findings. In short, the outcomes of the studies in this thesis can be summarized as 
follows:

• Reproductive hormone levels increase 2- to 9-fold from late childhood to early 
adolescence, and these levels are related to secondary sexual characteristics
and structural brain development.

o These traits and their correlations are largely explained by genetic
factors, but environmental influences also play a role; the correla-
tions between hormone levels and brain structure are driven by en-
vironmental factors.

• From late childhood to early adolescence, changes in the communication ca-
pacity of the structural brain network go hand in hand with changes in intel-
ligence.

• During adolescence, the correlation between communication capacity of the
structural brain network and intelligence increases.

o This correlation is influenced by genetic factors; genes explain up to
87% of the observed correlation in late adolescence.

• Adolescent development of the communication capacity of the structural
brain network follows a cubic pattern and is related to intelligence.

o Communication capacity is influenced by genetic factors; heritability
up to 66%.

SUMMARY
In this dissertation, I have studied changes in hormone levels, cognition and brain structure 
in a longitudinal design with 3 assessments in twins and their non-twin siblings to allow for 
the disentanglement of the influences of genes and environment on these developmental 
changes. The procedure of data collection for this project and in particular for the third mea-
surement is described in Chapter 2. In Chapters 3 and 4, I analyzed data collected at ages 9 
and 12 of the twins. In Chapter 5, twins and their siblings were included, resulting in a mean 
age of 10 and 13. In Chapter 6, all three assessments were included (mean age 10, 13, and 18 
years for the twins and their siblings).

Between ages 9 and 12 years, luteinizing hormone (LH), follicle-stimulating hormone 
(FSH), estradiol and testosterone levels in boys and girls showed a 2- to 9-fold increase 
(Chapter 3). Hormone levels at age 9 in boys and girls were related to hormone levels and 
secondary sexual characteristics at age 12. Hormone levels and secondary sexual character-
istics were both under influence of genes, as was the correlation between hormone levels at 
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age 9 and secondary sexual characteristics at age 12. An exception was seen in girls where a 
common environmental factor influenced the relation between estradiol levels at age 9 and 
stage of breast development at age 12. When comparing the heritability of hormone levels 
between the sexes, heritability estimates were higher in boys than in girls. Another differ-
ence between boys and girls was that LH was predictive of secondary sexual characteristics 
in girls whereas FSH was more predictive in boys. Both findings suggest that hormone levels 
act differently in boys and girls during early puberty. 

Next, the relation between hormonal development and brain development was ex-
plored. Chapter 4 demonstrated that in girls, changes in FSH levels between age 9 and 12 
were positively related to change in gray matter density, and at age 12, estradiol was neg-
atively related to gray matter density. No significant associations between hormone levels 
and gray matter density were found in boys. The relations between hormone levels and gray 
matter density or change in gray matter density were driven by environmental factors. These 
findings further illustrate the different developmental windows in boy and girls, as both 
physical development (Mul et al., 2001) and brain maturation (Raznahan et al., 2010) are 
delayed in boys when compared to girls. Although physical and brain development appear 
go hand in hand, it remains an open question whether FSH and estradiol cause the changes 
in gray matter density directly or whether the relation is indirect via an underlying third 
source that triggers both pubertal development in hormone levels and brain development. 

Chapters 5 & 6 focused on the development of the white matter network and report-
ed the influence of intelligence on network development in typical adolescents. Chapter 
5 showed that changes in network efficiency (processing or communication capacity of 
the brain) were related to changes in IQ (intelligence quotient). Between ages 10 and 13, 
FA-weighted network efficiency increased on a brain wide level, with the largest increases 
in the posterior part of the brain. In addition to (developmental) changes in white matter 
network efficiency, teenagers also showed changes in IQ: one in six participants had a de-
crease or increase of more than one standard deviation (i.e. more than 15 IQ points) over a 
period of 3 years (between age 10 and 13 years). Interestingly, those participants with most 
pronounced increases in IQ also showed higher increases in global and local FA-efficiency. 
This positive correlation between change in IQ and change in local efficiency was present 
in frontal and temporal regions. Participants who lost IQ points showed a small decrease or 
remained stable in network efficiency over the 3-year interval; participants who gained IQ 
points showed an increase of local efficiency in these regions. 

The development of streamline count-weighted network efficiency was also investi-
gated. Streamline count refers to the number of lines that can be constructed between two 
regions; sometimes also referred to as fiber count. During the 3-year interval, both increases 
(frontal and occipital areas) and decreases (subcortical, temporal, and parietal regions) in 
local efficiency took place; resulting in a net-decrease of streamline count-weighted global 
efficiency. Changes in local streamline count-weighted efficiency were negatively related to 
changes in IQ. Clearly, the adolescent streamline count-weighted network reflects a different 
aspect of the white matter network than adolescent FA-weighted network. 

Both FA- and streamline count-weighted local and global efficiency were for a large part 
influenced by genes, and a stable genetic factor influenced global and local efficiency of the 
network at both measurements. The correlation between IQ and local FA-efficiency was for a 
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large part driven by common genes. Factors influencing the changes in global or local FA net-
work efficiency or changes in IQ could not be disentangled. No significant correlations be-
tween streamline-weighted network efficiency and IQ were found. In several regions, chang-
es in local streamline count-weighted network efficiency were driven by genetic factors. 

Chapter 6 illustrated that during puberty, development of FA-weighted network ef-
ficiency could be characterized as a cubic function with age, with an increase in local and 
global efficiency from age 10 to 13, followed by a decrease until around age 20, after which 
efficiency increased again. Moreover, the development of the teenage network was related 
to IQ. On a group level, network efficiency decreased between ages 13-18. However, partic-
ipants with a high IQ showed stable network efficiency in this age span. This was seen on a 
global as well as a local level. The correlation between network efficiency and IQ seems to 
be a process of adolescent development: whereas there was no correlation between local 
or global efficiency and IQ at age 10 and only a small correlation in a few regions at age 13, 
there was a brain wide, FDR-corrected significant correlation between local efficiency and 
IQ at age 18. 

Local and global FA-network efficiency at age 18 were partly influenced by genes. The 
correlation between IQ and local FA-efficiency was to a large extent driven by genes that 
influence both FA-efficiency and IQ. This genetic association was also present at age 13, but 
interestingly, at age 13, a unique environmental factor had a negative influence on the cor-
relation between network efficiency and IQ, resulting in small phenotypic correlations. This 
environmental factor was not present at 10 or 18 years.

DISCUSSION

Cognitive development: changes in IQ?
The considerable change in IQ observed between ages 10 and 13 in some teenagers may 
seem surprising. After all, the assessment of IQ takes age into account and IQ is assumed to 
be stable throughout life (Deary et al., 2000). Indeed, the majority of the teenagers in our 
cohort had a stable IQ over the 3 measurements, but 12% showed a decrease or increase of 
more than one standard deviation (15 IQ points) after three years, and 13% showed change 
of more than one standard deviation after 8 years. It has to be noted that a decrease in IQ 
does not necessarily mean that a participant performed worse on the task itself. In fact, often 
they performed the task better than 3 years before, however, relative to their peers task per-
formance was not as good as 3 years ago. In addition, at all three assessments, a different set 
of IQ subtests was used (full scale WISC at assessment 1, six WISC subtasks at assessment 2, 
four WAIS subtasks at assessments 3), which could also account for individual longitudinal 
variance. 

Several studies report changes in IQ during adolescence (Burgaleta et al., 2014; Rams-
den et al., 2011; Waber et al., 2012). Because these studies also found a relation between 
changes in IQ and changes in the brain (Burgaleta et al., 2014; Ramsden et al., 2011), it seems 
unlikely that these findings are simply due to measurement errors. As discussed by Waber et 
al. (2012) and already considered in mid-twentieth century by Bayley (1949), it is likely that 
the underlying cause of these changes lies in individual differences of developmental pace. 
On a group level IQ was stable over the three measurements. The 95% confidence interval 
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of the change in IQ was -2.97 to -0.46 between age 10 and 13, and 0.71-3.55 between age 
13 and 18. The correlations between the IQ measurements were 0.72 (between age 10 and 
13) and 0.77 (between age 13 and 18), which is comparable to test-retest correlations over 
intervals of similar length in other cohorts (Truscott et al., 1994; Watkins and Smith, 2013).

Changes in IQ in the typical teenage population are not only an interesting finding in 
light of normal teenage cognitive development and teenage cognitive development in re-
lation with brain development, but also in the light of the onset of psychiatric disorders. 
Several disorders have their onset during puberty (Kessler et al., 2007; Paus et al., 2008) 
and for some psychiatric illnesses, a drop in IQ can serve as a marker for disease onset or 
liability (Hedman et al., 2013; Khandaker et al., 2003; Mesholam-Gately et al., 2009). Hence, 
it is important to know that fluctuations in IQ also occur in the typical population.  

Brain development
The main aim of this thesis was to get information on the development of the white matter 
network of the teenage brain. In addition, possible factors like pubertal hormones and cog-
nitive functioning that could influence brain development were examined. Concerning white 
matter development, a profound increase of FA-weighted efficiency was found in early pu-
berty, followed by a plateau or decrease in efficiency in mid puberty. While literature shows 
that white matter volume and FA increases until adulthood (Kochunov et al., 2012; Lebel 
et al., 2012; Lebel and Beaulieu, 2011), a stable or decrease in FA in mid puberty is also in 
agreement with the literature (Achterberg et al., 2016; Miller et al., 2012; Simmonds et al., 
2014). The small decrease in FA-weighted efficiency is probably overseen by studies that 
explore a broad age range, and may reflect a period within adolescence entailing specific 
reorganization of the brain. This notion is supported by higher genetic influences on FA in 
left inferior and middle frontal gyri in teenagers compared to adults, suggesting local and 
temporary developmental mechanisms that influence FA (Chiang et al., 2011b). In our study 
(Chapter 6), heritability of FA-weighted network efficiency was lower at age 13 compared 
to age 10 and 18. 

A change in efficiency can be caused by a change in edge weights (in our case FA or 
streamline count) and/or a change in distribution of weights and/or a change in binary to-
pology. A decrease in local efficiency means that the direct neighbors of that node are less 
strongly interconnected (see Figure 1.1 on page 8; one has to keep in mind that a direct 
neighbor is not per se spatially close, but ‘one edge apart’). A change in local efficiency thus 
refers to an increase or decrease in the interconnection of a local brain area with other brain 
areas via about several white matter bundles; it is a summary statistic. A decrease in effi-
ciency can also co-occur with an increase in FA: it depends on which edges increase and 
which do not, leading to a change in weight distribution. Future studies are needed to deter-
mine which bundles had the strongest influence on the change in network efficiency. Since 
changes in network characteristics are directly or indirectly due to changes in edge weights, 
in the following paragraph mechanisms underlying changes in FA are considered. Factors 
influencing streamline counts are discussed in the next section.

Mechanisms underlying changes in FA
FA of the white matter is considered to reflect myelination, axon diameter, axon alignment, 
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and axon density (how many axons cross one voxel, thus also reflecting how much water 
is in between the axons); visualized in Figure 7.1 (Beaulieu, 2002). During puberty, myelin 
thickness as well as axon diameter are thought to increase (Paus, 2010a). It seems unlikely 
that at this age new axonal pathways are formed on a scale that can be measured, but it is 
possible that axons lie closer together. Another possible contributing factor to a decrease 
in FA is the occurrence of crossing fibers. The majority of the white matter voxels contain 
crossing fibers (estimates range from 63 to 90%; Jeurissen et al., 2013). When bundles in 
primary directions do not change while the secondary direction becomes more myelinated, 
FA of the voxel containing these crossing fibers will decrease. In our analyses, FA of a bundle 
was determined by mean FA over the entire length of the bundle. Localized changes due to 
crossing fibers thus influence FA of the whole bundle. 

On a synaptic scale, it has been shown that new dendritic spines can evolve within one 
hour after onset of motor training in rats (Xu et al., 2009). In humans, changes in the white 
matter can be detected with MRI scans after six or more weeks of learning a new task or skill. 
Skill learning (reviews by (Taubert et al., 2012; Valkanova et al., 2014; Zatorre et al., 2012)) 
and physical exercise (Svatkova et al., 2015) are mostly associated with an increase in FA. 
However, there are also studies in rats (Blumenfeld-Katzir et al., 2011) and humans (Taubert 
et al., 2010) that report a localized decrease in FA after a training paradigm. The decreases in 
FA were local and accompanied by increases in FA in other regions. In rats, it was found that 
changes in FA after 5 days of training were related to an increased immunoreactivity and a 
number of astrocytic processes (Blumenfeld-Katzir et al., 2011). This indicates that learning 
can be accompanied by decreases in FA and that neuronal factors besides myelin influence 
observed changes in FA. On the other hand, the neuronal factors that influenced the change 
in FA in rats may be related to only a short-term change FA, which leads us to the question 
what governs long term changes in FA. (Tuch et al., 2005) did not investigate training-in-

Figure 7.1 – FA is influenced by packing density of fiber tracts, alignment of the fibers, axonal diameter, 
and myelination. Axons are reflected by light gray lines, myelin by dark gray rectangles surrounding the 
axons. When taking the middle example as a reference (dashed black oval), FA will be higher (thus a 
more elongated ellipsoid) with increased packing density, myelination and axonal diameter (left hand 
side). FA will be lower (more sphere like) with less-smooth alignment and crossing fibers (right side).
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duced effects, but whether variance in reaction times could be explained by variance in FA 
of projection and association pathways supporting visuospatial attention. They report both 
negative and positive correlations between FA with reaction times. Similarly, Schmithorst 
and Wilke (2002) found lower FA of the corona radiata and internal capsule in musicians 
compared to non-musicians, and a higher FA in the genu of the corpus callosum. These rela-
tions between lower FA and ‘better’ skill are likely attributable to local rearrangements and/
or crossing fibers.

It can be concluded from the above two paragraphs that the interpretation of changes 
in FA is not straightforward, and, that higher FA is not always for the better. Likewise, net-
work efficiency is not always positively associated with functioning. For example, although 
lower efficiency has been related to several diseases (Bassett and Bullmore, 2009), a higher 
level of local efficiency has been related to autism (Courchesne et al., 2005) and ADHD (Cao 
et al., 2014; Konrad and Eickhoff, 2010) – two typical developmental disorders. 

Developmental changes of structural network efficiency over the lifespan have mainly 
been investigated using streamline count as edge weight. One study examined the FA-weight-
ed network efficiency in old age (Wen et al., 2011). Although streamline count is based on FA 
and thus related to FA, it is not the same (see next section). Previous literature reports that 
both increases and decreases in local streamline-weighted efficiency occur between 12 and 
30 years (Dennis et al., 2013), and in adulthood (19-85yr) (Gong et al., 2009). Other stud-
ies found an increase in (weighted with inverse apparent diffusion coefficient (ADC); the 
magnitude of diffusion) global efficiency over the ages 2–18 (Hagmann et al., 2010) and a 
decrease in local and global streamline-weighted efficiency between the ages 4 and 40 (Lim 
et al., 2015). Our findings add to these reports that during early puberty (between 10 and 
13 years), streamline count weighted efficiency increased in frontal and occipital areas, and 
decreased in subcortical, temporal, and parietal regions (Chapter 5). These changes were 
accompanied by a strong increase in white matter integrity and FA-weighted network effi-
ciency. During mid-puberty, FA-weighted network efficiency decreased a little. 

Additionally, our findings also provide evidence that developmental pace and shape, and 
the amount of genetic influences on FA-weighted local efficiency differ across brain regions. 
Future longitudinal follow-up studies of this cohort are needed to learn how FA-weighted ef-
ficiency develops after age 18. The white matter network is suspected to change at least until 
mid-30s because FA still increases until the third decade of life (Lebel et al., 2012; Yap et al., 
2013) and white matter volume has been found to increase till age 45 (Hedman et al., 2012). 
As suggested, longitudinal studies are more likely to pick up fast changing developmental 
patterns that occur over a few years than cross-sectional studies spanning a decade or more.

Streamline-weighted networks; how are they different from FA-weighted networks?
Results presented in Chapter 5 indicate that during early adolescence, streamline-count 
weighted networks show a different aspect of the white matter network than FA-weighted 
networks. Streamline-count refers the number of lines that can be constructed between two 
regions. Although it may appear as if the number of streamlines is a proxy for the number of 
axonal connections, it cannot be interpreted as such: voxel size and number of seed points 
per voxel play a role in the detected number of streamlines. Because FA is used as a guide for 
the reconstruction process of streamlines, streamline-count reflects density of fiber tracts, 
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alignment of the fibers, axonal diameter, and myelination as well. Thus, factors influencing 
changes in streamline count during puberty can be the same factors as mentioned above 
that influence FA. However, streamline count is more vulnerable to length, curvature and 
branching of the bundle (Jones et al., 2013). FA of a bundle is computed as the average over 
the entire bundle. As such, a patch of low FA will have a small influence on the FA of the bun-
dle. A lower number of streamlines due to e.g. branching of the bundle will be a weakest link 
or bottleneck of the number of streamlines that go from region A to B, and thus influence 
the entire bundle. 

Two studies employed streamline and FA based analyses on data from adult cohorts. 
They found both types of analyses to be in agreement for associations with age (Stadlbauer 
et al., 2012) and IQ (Li et al., 2009), thus contrasting our findings. It is possible, however, 
that the relation between FA and streamline count – and their associations with IQ – chang-
es with brain maturation. Indeed, a recent longitudinal study showed that during late ado-
lescence both streamline and FA weights locally increase and decrease throughout brain. 
However, there seemed to be a bias towards FA-increases in hub-to-hub connections where-
as streamline-count showed both increases and decreases in these connections (Baker et 
al., 2015). Moreover, the authors report that streamline-count increased in frontal regions 
and decreased in subcortical regions, which is in agreement with our finding that stream-
line-weighted local efficiency increased in frontal regions and decreased in subcortical re-
gions. More studies are needed to see if streamline-count and FA become more similar in 
terms of associations with IQ when participants grow older.

Associations between IQ and brain development
Our finding of an association between changes in IQ and changes in white matter network 
efficiency (Chapter 5) suggests a possible causal relation between the white matter network 
and IQ. After all, the brain is the seat of intelligence; the development of one feature may be 
related to the other. Of course, the relation will probably not be a simple causal relation. The 
brain and IQ are likely interconnected through a feedback loop where small changes in the 
brain (that cannot (yet) be picked up with MRI scans) could lead to enhanced learning, new 
synaptic connections, a higher IQ, which in turn could lead to specific environment seeking 
behavior, stronger connections, and so forth.

We also found that the white matter network of the brain and IQ become more strongly 
correlated during adolescence, and that this association is in part explained by genes com-
mon to both brain network efficiency and intelligence (Chapter 6). Several mechanisms 
could explain the increase of a (genetic) correlation between white matter network efficien-
cy and IQ in mid adolescence. First, it can be hypothesized that gene expression triggered 
by education may depend on IQ and thus diverge structural brain network development to 
more efficient networks in smarter children. For example, rats showed upregulated mRNA 
expression of brain-derived neurotrophic factor (BDNF) and basic fibroblast growth factor 
(bFGF) in the hippocampus a few days after learning a spatial memory task (Gómez-Pinilla 
et al., 1998; Kesslak et al., 1998). This shows that training or activating the brain could lead 
to (a cascade of) activation of genes that regulate long-term plasticity. A second hypothesis 
is that people with a higher IQ may have different genetic variants that directly of indirectly 
cause genes related to adolescent brain development to be more efficiently translated. For 
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instance, heritability of FA in the thalamus, the genu and posterior limbs of the internal cap-
sule, and the superior corona radiate was higher in people with high IQ compared to people 
with lower IQ (Chiang et al., 2011b). In another paper by these same authors, it was shown 
that the association between FA and object assembly performance was positive in BDNF-Val 
carriers but around zero or negative in BDNF-Met carriers (Chiang et al., 2011a). A third hy-
pothesis is that teenagers may follow their ‘genetic drive’ (based on their IQ) to an environ-
ment that will trigger specific developmental changes. For example, genes that are involved 
in (higher) IQ may also make a person more curious and interested in school-related work. 
This may allow for a longer sensitive period in individuals with a higher IQ as reflected by 
a higher common environmental influence on IQ during adolescence in teenagers with a 
higher IQ compared to teenagers with a lower IQ (Brant et al., 2013). 

Our results show that although a genetic correlation between IQ and network efficiency 
was present at age 13, a negative unique environmental correlation seemed to counteract 
this genetic correlation between IQ and global and local efficiency, leading to a lower phe-
notypic correlation. We do not know what specific environment may have caused the nega-
tive correlation. In the Netherlands, children change from primary to secondary education 
around the age of 12, and thus change schools and peers. Possibly, the higher unique envi-
ronmental variation of global and local efficiency at 13 reflects the effects of this new unique 
environment on individual variation of ‘stage of brain development’. As a result, the genetic 
programmed stage of development (and thus the correlation with IQ) may be overruled by 
environmental effects. This environmental influence may also increase the variation in the 
pace of individual brain development, and thus partly account for the correlation between 
change in IQ and change in network efficiency between the ages 10 and 13 (Chapter 5) that 
was not observed between ages 13 and 18. 

Environmental factors may also positively influence the relation between brain struc-
ture and intelligence as both IQ and brain structure can be influenced by environmental fac-
tors. IQ in childhood is highly correlated with IQ in old age suggesting a high level of stability 
throughout life (Deary et al., 2000). However, despite being overall stable, IQ can change in 
relation to the environment. Intellectual abilities of children adopted from a deprived (in-
stitutional) background often increase in their new, relatively enriched, environment (van 
IJzendoorn et al., 2005). This illustrates that childhood IQ has been shown to have a higher 
influence of the common environment than adult IQ (Plomin and Deary, 2015). Similarly, 
heritability of regional brain structure depends on both age and relative developmental tim-
ing of that brain region (Lenroot et al., 2009): regions that are not fully developed show 
a higher influence of environmental factors, allowing for environmental influences during 
adolescence. Together with our findings, this shows that both IQ and the brain are a work in 
progress and that they may influence each other. 

Future research is needed to investigate the correlation between IQ and the white mat-
ter network – as well as other brain features, e.g. cortical thickness (Brouwer et al., 2014; 
Schnack et al., 2015) – after age 18 to determine if the correlation reaches a stable adult-
like level around age 18,  or if it decreases or continues to fluctuate throughout life. A study 
by Tamnes et al. (2011) found that the correlations between IQ and brain structure (corti-
cal thickness, white matter volume, FA, MD) were stronger in teens (8-20 yr) compared to 
young adults (21-31yr). In addition, it would be of value to know how development of white 
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matter is related to development of gray matter in relation to IQ (cf. Bohlken et al., 2016b).

Influence of hormones on typical brain development 
Because of our interest in the relation between brain development and hormonal devel-
opment, I investigated the presence of an association between hormone levels and white 
matter network characteristics. Associations between testosterone levels and white matter 
integrity have often been reported in pubertal boys and young adults (Herting et al., 2012; 
Menzies et al., 2015; Peper et al., 2013; Peper et al., 2015; Perrin et al., 2008). Therefore, we 
expected to find at least a correlation with testosterone. However, no significant associations 
were found (unpublished data). Possibly, network analyses are too large scale to find signif-
icant correlations: brain wide network characteristics take all bundles in consideration, and 
local efficiency also comprises several connections. On the contrary, many previous studies 
report small regions on the white matter skeleton, or study specific regions or bundles. The 
next paragraph discusses existing literature on testosterone and white matter integrity or 
volume in pubertal boys and girls. 

Although quite a few studies have reported a correlation between pubertal testoster-
one levels and white matter volume or integrity in boys (Herting et al., 2012; Menzies et al., 
2015; Paus et al., 2010; Peper et al., 2015; Perrin et al., 2008), there are some discrepancies 
between these studies. Some report a positive association between testosterone and white 
matter integrity (Herting et al., 2012; Paus et al., 2010; Perrin et al., 2008), whereas others 
report a negative association (Menzies et al., 2015; Peper et al., 2015). In addition, some 
find a stronger association with MD than FA (Menzies et al., 2015) or the other way around 
(Herting et al., 2012). Literature is also not conclusive on the relation between testosterone 
and white matter integrity in girls. Some studies find a correlation with white matter integ-
rity (Peper et al., 2015) whereas other do not (Herting et al., 2012; Peper et al., 2013). These 
inconsistencies could be due to selection of specific regions or bundles, and whole brain vs. 
regional analyses. In addition, the measurement of steroids differs between studies; saliva 
and serum testosterone levels may be highly correlated but interpretation and comparison 
between the two is complicated (Peper et al., 2011a). A final influencing factor could be 
minor differences in pubertal status: when participants are in different developmental win-
dows, different associations may be present at that specific developmental period and in 
that region of the brain.

Chapter 4 reports that in girls, higher estradiol levels were related to a more mature 
brain (i.e., lower cortical gray matter density). Additionally, girls that increased the most 
in FSH levels also showed local increases in (sub-) cortical gray matter. These associations 
were partly driven by a (common or unique) environmental factor whereas no genetic in-
fluences on these associations could be found. We think an early pubertal marker, which 
triggers both these hormonal and brain changes, is the underlying cause of the correlations. 
The early pubertal marker could in turn be influenced by environmental factors like alcohol 
use (Davis et al., 2015; Dees et al., 2009; Dees et al., 2015; Peck et al., 2011; Richards and 
Oinonen, 2011), tobacco use (Davis et al., 2015; Peck et al., 2011), diet (Mervish et al., 2013; 
Sowers et al., 2006; Wolff et al., 2015), and father absence (Deardorff et al., 2002). Examples 
of early pubertal markers include gonadotropin-releasing hormone (GnRH), kiss-peptins 
that stimulate GnRH (Smith and Clarke, 2007) or other factors triggering the growth spurt 
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such as growth hormone, or insulin-like growth factors (Styne, 2003). Another promising 
candidate is the steroid hormone dehydroepiandosterone (DHEA) which has been shown to 
associate with cortical thickness, especially in the age range between 4 and 13 years (Nguy-
en et al., 2013b).

In our study, including measurements of 9 and 12 years old twins, significant associa-
tions between hormone levels and structural brain parameters were found only in girls, only 
for FSH and estradiol, and only in gray matter (Chapter 4). Probably, the boys in our cohort 
were too young to show enough variation in their hormone levels to find an association be-
tween hormones and the brain; results regarding testosterone levels at age 17 years await 
further analysis. Associations between testosterone and cortical thickness (Nguyen et al., 
2013a; Nguyen et al., 2013b; Raznahan et al., 2010) or white matter (Herting et al., 2012; 
Menzies et al., 2015; Paus et al., 2010; Peper et al., 2015; Perrin et al., 2008) in boys have 
been found in other studies. Reports of correlations between LH and brain development are 
scarce. We found a correlation between LH and white matter volume in 9 year old boys and 
girls analyzed together (Peper et al., 2008), but not separately at age 9 or 12 (Chapter 4). No 
other studies have reported an association between LH and white matter during puberty. 
In young adults, a negative correlation between LH and MD of the fornix has been reported 
(De Bondt et al., 2013), suggesting the possibility of a relation between LH and white matter 
during pubertal development. However, the group size was small and participants with a 
natural cycle were combined with participants that used oral contraceptives, making inter-
pretations tentative. 

Future studies could look at the development of specific white matter bundles in re-
lation to developmental increases in testosterone or other hormone levels. An interesting 
point of research are the cortico-subcortical connections. There is evidence from electro-
encephalo-graphic (EEG) data and functional connectivity MRI data that testosterone plays 
a role in decreasing subcortical-cortical connectivity, and increasing connectivity between 
subcortical areas (Miskovic and Schmidt, 2009; Schutter and van Honk, 2004; Volman et al., 
2011; van Wingen et al., 2010). In addition, recent work by Peper and colleagues suggest a 
role for testosterone in frontostriatal (Peper et al., 2013) and fronto-temporal-subcortical 
(Peper et al., 2015) white matter bundles mediating aggression in boys and girls (Peper et 
al., 2015) and impulsivity in boys (Peper et al., 2013). With our longitudinal data, future 
studies can look at the influence of testosterone on development of specific white matter 
bundles in relation to behavioral traits during mid and late adolescence. This can yield im-
portant new insights on the development of problem behavior in adolescents. 

Sex differences
Although several studies report sex differences in FA during childhood and adolescence 
(Lebel and Beaulieu, 2011; Schmithorst et al., 2008; see also review by Ladouceur et al., 
2012), no significant sex differences in FA-weighted efficiency were found in our studies. 
Boys had a larger streamline-weighted efficiency, which is most likely due to larger brain 
size of boys: they have thus more voxels, more starting points and more streamlines. One 
possibility for our null finding concerning FA-weighted efficiency is that the differences be-
tween boys and girls (at this age) are on a small or regional scale that is not picked up in 
our network approach. Here I give a short overview of sex differences in the brain during 
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puberty and adulthood.
Studies in adolescents often report that boys have higher FA, or that boys have a steep-

er developmental increase than girls do (Ladouceur et al., 2012).  We found this pattern 
in the developmental trajectory of local FA network efficiency in only a few regions: boys 
tend to start with lower FA-weighted efficiency at age 10, show a steeper increase and end 
somewhat higher than girls do around age 18. Because the brains of girls develop earlier 
than boys (Raznahan et al., 2010; Raznahan et al., 2011), boys and girls of the same age can 
have different brain characteristics. As such, sex differences of brain development are diffi-
cult to interpret: they could either reflect increased sex differentiation or a temporary pu-
bertal-timing induced difference (as discussed by Ladouceur et al., 2012). Already at birth, 
the male brain is larger than the female brain (also after co-varying body length or weight, 
Ankney, 1992; Witelson et al., 2006) and this continues into adulthood. Additionally, men 
tend to have a (relatively) larger white matter volume and higher FA than women (Menzler 
et al., 2011, review by Gong et al., 2011), although this may be related to brain size (Wester-
hausen et al., 2011). Thus, it seems reasonable that the sex differences in the brain that are 
observed during adolescence are not only due to a difference in the timing of brain develop-
ment, but also reflect the start of increased sex differentiation of the brain (Paus, 2010b). In 
addition, studies by Perrin and Paus and colleagues suggest that white matter development 
may be governed by different mechanisms in boys and girls: white matter growth during 
adolescence in males is mainly influenced by increases of axonal caliber, whereas increased 
myelination plays a larger role in females (Paus and Toro, 2009; Perrin et al., 2009). Mecha-
nisms by which sex differences in brain structure could be governed may also be the result 
of different behavior of genes in the sexes due to interaction of genes with sex-linked genes, 
and/or hormonal influences on gene expression and regulation (Weiss et al., 2006).

Interestingly, the correlation between IQ and FA-weighted local efficiency at age 18 was 
mainly driven by the girls in our cohort. A likely explanation is that girls start their pubertal 
development earlier than boys do – with regard to both secondary sexual characteristics and 
brain development. Possibly, the sex difference in manifestation of IQ in the brain at age 18 
is the result of developmental timing. A fourth follow-up measurement in this cohort would 
be able to elucidate this question. An alternative explanation for our results is that men and 
women have different neuronal pathways to IQ (see review by Deary et al., 2010). It has 
been suggested that there is a higher association between IQ and white matter in women 
than in men (Gur et al., 1999; Haier et al., 2005), although there are also studies that find the 
opposite (Dunst et al., 2014). A study by Schmithorst (2009) reports a positive correlation 
between IQ and FA in girls, and a negative correlation in boys. Moreover, these correlations 
were present in the older children (12-18yr) and not in the younger children (5-11yr). In 
adults, positive correlations between cognitive functioning and FA were found in women, 
and negative correlations in men (Tang et al., 2010). This suggests that sex dependent cor-
relations between IQ and white matter during adolescence could reflect the beginning of a 
differentiation between male and female ‘intelligence paths in the brain’.

Implications
The studies described in this thesis cover different aspects of adolescent development. Fu-
ture studies in health and psychiatric disorders can build on our findings. The finding of 
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different developmental trajectories depending on IQ implies that studying (aberrant) de-
velopmental trajectories of teenagers who are at high risk for psychiatric disorders, such as 
schizophrenia or depression, may be more informative and predictive than a brain scan at 
a single time point (Giedd et al., 2008; Moran et al., 2013; Rapoport and Gogtay, 2008; Shaw 
et al., 2010).

Another approach for studies that want to find markers for disease liability could be the 
combination of hormone levels and brain structure. Hormones influence behavior and the 
brain (Peper and Dahl, 2013) and hormone levels may be different in adolescents at low vs. 
high-risk for psychiatric disorders (Martel et al., 2009; van Rijn et al., 2011). As a result, dif-
ferent hormone levels could lead to different developmental trajectories or influence devel-
opment of the healthy brain differently than the predisposed brain (cf. Peper et al., 2011b). 
Because we did not find a relation between hormone levels and white matter network topol-
ogy, future studies may want to use a bundle- or voxelwise approach. 

Heritability of network efficiency in adolescents was moderate to high. Structural and 
functional network efficiency is affected in several (heritable/genetic) psychiatric diseases 
(Bassett and Bullmore, 2009; Bohlken et al., 2016a; van den Heuvel and Fornito, 2014; van 
den Heuvel and Hulshoff Pol, 2010). Genetic mechanisms that influence network topology in 
the healthy population may also be involved in diseases that show aberrant network char-
acteristics. The genetic link between brain structure and IQ may be involved in the onset 
of psychiatric disease. Recently, it was found that IQ, FA, and cortical thickness attribute to 
schizophrenia partly through a common genetic factor, as well as independently (Bohlken 
et al., 2016b). Understanding the environmental and genetic factors that influence hormone 
levels, white matter efficiency, intellectual functioning, and their relations is fundamental 
when looking for ways to optimize developmental trajectories for every individual.

Methodological considerations
Although the studies presented in this thesis were not specifically focused on the method-
ological aspects of studying brain development, the following findings deserve some con-
sideration.

First, a broad age range during a period of rapid development like puberty may include 
a considerable variance. It is important to be aware of developmental or pubertal stages in 
addition to age that may increase the variance of the variable of interest.

A second point of consideration is the edge-weight of the structural brain networks: 
in early adolescence, different results were found when using streamline-weighted or 
FA-weighted networks (Chapter 5). This emphasizes the difference between two closely re-
lated white matter features. Hence, careful consideration is required when selecting edge 
weights, interpreting (developmental) changes in edge weights (see also Jones, 2010; Jones 
et al., 2013), and comparing studies that differ in network construction. Future studies are 
encouraged to examine both features in order to learn more about the developmental dif-
ferences.

CONCLUDING REMARKS
The aims of the studies in this thesis were to gain insight into seemingly very different pro-
cesses of typical adolescent development. We conclude that changes in hormone levels, cog-
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nition, and brain structure co-occur and are influenced by the same genetic and environ-
mental factors. Adolescent-specific brain development is linked to puberty, and intellectual 
functioning is related to development of the white matter network. Genes play an important 
role in hormonal, physical, and brain development. This thesis provides new and important 
information for future studies to build on. It also invites new research to study the mecha-
nisms that underlie the relation between IQ or hormones and brain development. Another 
question is how the brain continues its development after age 18. A fourth inclusion of the 
BrainSCALE participants would be most suitable to answer that question.
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Appendix 4 – Summary CNP results

AF = Abstractie en 
Flexibiliteit 
ATT = Aandacht
G-W = Geheugen Woorden
G-G = Geheugen Gezichten

G-R = Geheugen 3D
Figuren

WG = Werkgeheugen
VR = Verbaal Redeneren

RI = Ruimtelijk Inzicht 
SMV = Senso-Motorische 
            Verwerkingssnelheid 
EI = Emotie Identificatie

In totaal heb je 17 korte taakjes gedaan. Samen meten deze taakjes je prestatie op ver-
schillende cognitieve domeinen. Hieronder kun je lezen wat deze domeinen betekenen. Je 
prestatie op deze domeinen is te zien in een grafiek. 

Je scores zijn weergegeven in percentages, zo kan je zien hoe jij scoort in vergelijking met de 
andere jongeren die aan dit onderzoek hebben meegedaan. 
Heb je bijvoorbeeld een score van 60% op een bepaald domein, dan betekent dit dat 60% 
van de andere jongeren lager of even hoog scoort als jij, en 40% hoger scoort. In de grafiek 
staat de kleur groen voor een gemiddelde score (25-75%), paars voor een benedengemid-
delde score en blauw voor een bovengemiddelde score.
De scores zijn zogeheten efficiëntie scores, deze zijn gebaseerd op je totaal score en je re-
actiesnelheid.

Neurocognitief onderzoek is altijd een momentopname van je vaardigheden. Factoren als 
vermoeidheid, een rustige omgeving, goede verlichting en motivatie zijn belangrijk voor de 
prestatie op een test. Een score, zoals wordt bepaald in dit onderzoek, kan in werkelijkheid 
best wat hoger of lager liggen. Om de bovenstaande redenen moeten je prestaties dus met 
enige voorzichtigheid worden geïnterpreteerd.

Ik hoop je hiermee voldoende geïnformeerd te hebben. Mochten er nog vragen zijn dan kun 
je natuurlijk altijd contact met mij opnemen.
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Appendix 4 – Summary CNP results (continued)

Neurocognitieve domeinen 

Aandacht: In de test hebben we gemeten 
hoe goed je de aandacht over langere tijd vol 
kan houden terwijl je cijfers en letters moest 
herkennen. Hiervoor gebruik je frontale 
gebieden van het brein (zie plaatje).

Geheugen (woorden, gezichten, ruimtelijke figuren)
Bij het onderzoek moest je na het zien van de woorden, gezichten en 3D-figuren direct, en 
een tijdje later weer, aangeven welke je herkende. Hoe goed je geheugen voor woorden, 
gezichten en figuren is kan van elkaar verschillen. Temporale gebieden van het brein zijn 
betrokken bij het geheugen.

Executieve functies (werkgeheugen, abstractie en mentale flexibiliteit) 
Het werkgeheugen is een soort van tijdelijke opslagplaats (bijvoorbeeld een telefoonnummer 
of hoofdrekenen). Executieve functies zijn er om gedachten en acties in je hoofd te 
organiseren: hierbij helpt het frontale deel van het brein ons. 

Sensomotorische verwerkingssnelheid
In deze taak moest je met de muis op groene blokjes klikken die steeds kleiner werden en 
zich verplaatsten. Deze taak reflecteert hoe snel je brein informatie van je ogen verwerkt en 
hier een reactie met de hand op aanstuurt. De sensorische en motorische cortex liggen in 
het frontale deel van het brein.

Verbaal redeneren
We hebben getest in hoeverre je in staat bent het verband tussen begrippen te zien. Tijdens 
het doen van deze taak heb je parietale delen van het brein nodig.
Ruimtelijk inzicht
Ruimtelijk inzicht is het begrijpen hoe een object kan veranderen als het draait in de ruimte 
(bijvoorbeeld bij kaartlezen). Bij de test moest je een lijn laten draaien totdat deze parallel 
liep aan de andere lijn. Ook bij deze taak worden parietale delen van het brein gebruikt.

Emotie identificatie
Het verwerken en begrijpen van informatie uit je sociale omgeving is een belangrijke 
vaardigheid. Wij hebben dit gemeten door je emoties en leeftijden te laten herkennen 
(boos, blij) en onderscheiden (welk gezicht is bozer of ouder?). Hierbij worden temporale 
hersengebieden gebruikt.
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Appendix 5 – Confirmation letter participants
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Appendix 6 – Confirmation letter parents
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Appendix 7 – Informed Consent
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Appendix 8 – Parental Consent
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Appendix 9 – Instructions for urine & saliva collection boys
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Appendix 10 – Instructions for urine & saliva collection girls
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Appendix 11 – Instructions buccal swap collections
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Appendix 12 – Hormone collection questionnaire boys
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Appendix 13 – Hormone collection questionnaire girls
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ALGEMENE INTRODUCTIE
Adolescentie is de periode waarin een jongere zich ontwikkelt van een kind tot een volwasse-
ne. Het omvat de cognitieve en gedragsveranderingen die een kind vormen tot volwassene. 
De puberteit is de periode van seksuele rijping, de ontwikkeling secondaire geslachtsken-
merken. Samen beschrijven puberteit en adolescentie een periode waarin, naast lichamelij-
ke groei, grote veranderingen plaatsvinden in cognitie, gedrag, lichamelijke kenmerken, en 
het brein.

Hoewel de exacte biologische mechanismen die de puberteit laten beginnen niet be-
kend zijn, is de cascade van hormonale en fysieke veranderingen die plaatsvinden relatief 
helder en duidelijk. Over het hoe, wat en waarom van cognitieve veranderingen is echter 
nog veel discussie. Wat gebeurt er in hun hersenen dat maakt dat tieners zich gedragen 
zoals ze doen? Aangezien het brein een flinke reorganisatie ondergaat, is er de mogelijkheid 
dat ontwikkelingsprocessen mis gaan en dat tijdens de adolescentie een aantal ontwikke-
lings- en psychiatrische stoornissen hun eerste symptomen laten zien. Om te weten hoe en 
wanneer processen verkeerd kunnen gaan, is het van belang om de “ins en outs” te weten te 
komen van de gezonde ontwikkeling van de hersenen. Dat is een van de doelstellingen van 
de BrainSCALE studie.

De BrainSCALE studie is een langlopende studie (op dit moment drie metingen) bij 
tweelingfamilies naar de ontwikkeling van hormonen, gedrag, cognitie, en het brein. Dat is 
dus een perfecte set-up om de normatieve ontwikkeling van de adolescente hersenen te be-
studeren. Onderzoek in tweelingen biedt de mogelijkheid na te gaan in hoeverre genetische 
factoren en omgevingsfactoren betrokken zijn bij deze veranderingen. In dit proefschrift heb 
ik gekeken naar de hormonale ontwikkeling en hoe die ontwikkeling gerelateerd is aan de 
ontwikkeling van de hersenen. Ook keek ik naar het netwerk van verbindingen tussen ver-
schillende hersenregio’s en hoe dat zich verhoudt tot cognitief functioneren, gemeten met 
een IQ test (intelligentie quotiënt). 

SAMENVATTING
In dit proefschrift zijn veranderingen in de hormoonspiegels, cognitie en hersenstructuur 
bestudeerd bij tweelingen en hun niet-tweeling broers en zussen. De procedure van het ver-
zamelen van gegevens voor dit project en in het bijzonder voor de derde meting toen de 
tweelingen 17 jaar waren, is beschreven in Hoofdstuk 2. In Hoofdstuk 3 en 4 zijn de data van 
de tweelingen geanalyseerd (gemiddelde leeftijd 9 en 12 jaar); in Hoofdstuk 5 (twee metin-
gen) en 6 (drie metingen) zijn data van de tweelingen en hun broers of zussen geanalyseerd 
(gemiddelde leeftijd van 10, 13 en 18 jaar).

Hormonale en lichamelijke ontwikkeling
In Hoofdstuk 3 is gekeken naar geslachtshormonen en de relatie met secundaire geslachts-
kenmerken. Tussen 9 en 12 jaar namen de waarden van luteïniserend hormoon (LH), folli-
kelstimulerend hormoon (FSH), estradiol en testosteron toe met een factor 2 tot 9 in zowel 
jongens als meisjes. In jongens en meisjes waren hormoonspiegels op 9-jarige leeftijd gere-
lateerd aan hormoonspiegels en secundaire geslachtskenmerken op leeftijd 12. Variatie in 
hormoonspiegels en secundaire geslachtskenmerken werd beïnvloed door genen en er was 
een genetische correlatie tussen hormoonspiegels op leeftijd 9 en secundaire geslachtsken-
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merken op leeftijd 12. In meisjes beïnvloedde een gemeenschappelijke omgevingsfactor de 
relatie tussen estradiol en borstontwikkeling op leeftijd 12. 

De schattingen van de erfelijkheid van hormoonspiegels waren hoger voor jongens dan 
voor meisjes. Een ander verschil tussen jongens en meisjes was dat LH op leeftijd 9 een 
voorspeller was voor secundaire geslachtskenmerken in meisjes op leeftijd 12, terwijl FSH 
op leeftijd 9 meer een voorspeller was in jongens. Beide bevindingen laten zien dat tijdens 
de vroege puberteit hormoonspiegels zich anders gedragen in jongens en meisjes.

Hormonen & het brein
Vervolgens werd de relatie tussen hormonale ontwikkeling en hersenontwikkeling onder-
zocht. In Hoofdstuk 4 bleek dat bij meisjes veranderingen in FSH spiegels tussen 9 en 12 jaar 
positief waren gerelateerd aan de veranderingen in grijze stof dichtheid [lokale concentratie 
van grijze stof (de neuronale cellen)]. Op 12 jaar was estradiol negatief gerelateerd aan grij-
ze stof dichtheid. In jongens werden geen significante associaties tussen hormoonspiegels 
en grijze stof dichtheid gevonden. De relaties tussen hormoonspiegels en grijze stof dicht-
heid of verandering van de grijze stof dichtheid werden gedreven door omgevingsfactoren. 

Dat er bij jongens geen relatie werd gevonden illustreert de verschillende stadia van 
ontwikkeling van jongen en meisjes: in jongens loopt zowel lichamelijke ontwikkeling als 
breinontwikkeling achter op die van meisjes. Hoewel de lichamelijke en brein ontwikkeling 
hand in hand lijken te gaan, blijft het de vraag of FSH en estradiol direct veranderingen in 
grijze stof dichtheid veroorzaken of dat de relatie indirect is via een onderliggende derde 
bron die zowel puberteitsontwikkeling van de hormoonspiegels als de ontwikkeling van de 
hersenen teweegbrengt.

Het brein als een netwerk
In Hoofdstuk 5 en  6 werd onderzocht hoe het witte stof netwerk zich ontwikkelt tijdens 
de (vroege) adolescentie en hoe dat netwerk gerelateerd is aan IQ. Dit werd gedaan door 
middel van graaf theorie. Voordat ik de resultaten zal beschrijven, zal ik eerst uitleg geven 
over graaf theorie, netwerken en connecties. Het brein kan worden gezien als een netwerk 
bestaande uit regio’s (90 corticale en subcorticale regio’s in deze thesis) die met elkaar ver-
bonden zijn (door middel van witte stof banen in deze thesis). In dit proefschrift heb ik geke-
ken naar twee eigenschappen van het witte stof netwerk: globale en lokale efficiënte. Lokale 
efficiëntie geeft weer hoe goed informatie tussen directe buren uitgewisseld kan worden en 
kan worden geïnterpreteerd als lokale verwerkings- of communicatiecapaciteit. Globale ef-
ficiëntie geeft weer hoe goed informatie over het gehele netwerk uitgewisseld kan worden, 
oftewel de communicatie capaciteit van het hele netwerk. 

De connecties tussen de verschillende regio’s werden gebaseerd op structurele ver-
bindingen tussen de gebieden. De verbindingen werden ‘gewogen’ met informatie over hoe 
‘goed’ die verbinding was. Dit werd gedaan met FA (fractionele anisotropie) en streamline 
count.  FA is een maat van witte stof (de verbindingen tussen de hersencellen) integriteit. 
Streamline-count is het aantal connecties dat kan worden geconstrueerd tussen twee re-
gio’s.

Ontwikkeling van het witte stof netwerk
Hoofdstuk 5 beschrijft een grote toename in FA-gewogen lokale en globale netwerk effici-
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entie tussen 10 en 13 jaar. De sterkste toenames in lokale efficiënte werden gezien in het 
achterste deel van het brein. De ontwikkeling van streamline-count gewogen netwerk ef-
ficiëntie werd ook onderzocht. Tijdens het interval van 3 jaar, vonden er zowel toenames 
(frontale en occipitale gebieden) als afnames (subcorticale, temporale en pariëtale regio’s) 
plaats in de lokale efficiëntie. Dit resulteerde in een netto-afname van streamline-count ge-
wogen globale efficiëntie. 

Zowel de FA als streamline-count gewogen lokale en globale efficiëntie werden voor 
een groot deel beïnvloed door genen, en een stabiele genetische factor beïnvloedde globale 
en lokale efficiëntie van het netwerk op beide metingen. Factoren die de veranderingen in 
globale of lokale FA netwerk efficiëntie beïnvloedden, konden niet worden ontrafeld. In ver-
scheidene regio’s waren de veranderingen in streamline-count gewogen netwerk efficiëntie 
toe te schrijven aan genetische factoren.

Hoofdstuk 6 beschrijft 3 longitudinale metingen en laat zien dat tijdens de puberteit 
de ontwikkeling van FA-gewogen netwerk efficiëntie beschreven kan worden als een derde-
graads vergelijking over leeftijd. De ontwikkeling werd gekarakteriseerd door een toename 
van lokale en globale efficiëntie tussen 10 en 13 jaar, gevolgd door een daling tot ongeveer 
leeftijd 20, waarna efficiëntie weer toenam. Lokale en globale FA-gewogen netwerk efficiën-
tie werden mede beïnvloed door genetische factoren op alle 3 metingen (leeftijd 10, 13 en 
18).

Het witte stof netwerk & IQ
In Hoofdstuk 5 en 6 werd ook gekeken naar de relatie tussen IQ en het witte stof netwerk, 
en netwerk ontwikkeling. Hoofdstuk 5 toonde aan dat veranderingen in netwerk efficiëntie 
waren gerelateerd aan veranderingen in IQ. Tussen 10 en 13 jaar nam de efficiëntie van het 
FA-gewogen netwerk toe, met de grootste stijging in het achterste deel van de hersenen. 
Naast de (ontwikkelings-) veranderingen in witte stof netwerk efficiëntie, lieten de tieners 
ook veranderingen in IQ zien: één op de zes deelnemers had een daling of stijging van meer 
dan één standaarddeviatie, dat wil zeggen meer dan 15 IQ punten over een periode van 3 
jaar. Interessant is dat de deelnemers met de meest uitgesproken toename in IQ ook een 
grotere toename in globale en lokale FA-gewogen efficiëntie hadden. Deze positieve correla-
tie tussen verandering in IQ en verandering in lokale efficiëntie was aanwezig in frontale en 
temporale regio’s. Deelnemers met een afname in IQ over het 3-jarig interval lieten in deze 
gebieden een kleine daling zien of bleven stabiel in hun netwerk efficiëntie; deelnemers met 
een toename in IQ hadden een toename in lokale efficiëntie in deze regio’s.

Veranderingen in lokale streamline-count gewogen efficiëntie waren negatief gerela-
teerd aan veranderingen in IQ. Daarnaast werd er op 13 jarige leeftijd een correlatie ge-
vonden tussen FA-gewogen netwerk efficiëntie en IQ, maar niet tussen streamline-count 
gewogen netwerk efficiëntie en IQ. Samen met de verschillende ontwikkelingspatronen van 
streamline-count en FA-gewogen netwerken, laten de verschillende bevindingen zien dat 
tijdens de adolescentie het streamline-count gewogen netwerk een ander aspect van het 
witte stof netwerk weerspiegelt dan het FA-gewogen netwerk. 

Uit Hoofdstuk 6 blijkt dat de ontwikkeling van het adolescente hersennetwerk gere-
lateerd is aan IQ. Op groepsniveau daalde netwerk efficiëntie tussen 13 en 18 jaar. Echter, 
in deelnemers met een hoog IQ bleef netwerk efficiëntie stabiel in deze periode. Dit werd 
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gezien op zowel globaal als lokaal niveau. De correlatie tussen netwerk efficiëntie en IQ lijkt 
een onderdeel te zijn van de adolescente ontwikkeling: terwijl er geen correlatie tussen lo-
kale of globale netwerk efficiëntie en IQ was op 10 jaar en slechts een geringe correlatie in 
enkele gebieden op de leeftijd 13, is er een FDR-gecorrigeerde significante correlatie tussen 
lokale efficiëntie en IQ te zien over het gehele brein op de leeftijd van 18 jaar.

De correlatie tussen IQ en lokale FA-gewogen efficiëntie werd voor een groot deel be-
paald door genetische factoren die zowel FA-gewogen efficiëntie als IQ beïnvloedden. Deze 
genetische correlatie was zelfs groter op leeftijd 13 dan leeftijd 18. Unieke omgevingsfacto-
ren hadden een negatieve invloed op het verband tussen netwerk efficiëntie en IQ, waardoor 
de geobserveerde correlaties klein waren. Deze omgevingsfactor was niet aanwezig op 10 
of 18 jaar.

SLOTOPMERKINGEN
De doelstellingen van de studies in dit proefschrift waren om inzicht te krijgen in op het 
eerste gezicht zeer verschillende onderdelen (hormonen, cognitie, hersenstructuur) van de 
normatieve ontwikkeling tijdens de adolescente. Veranderingen in hormoonspiegels, cogni-
tie en hersenstructuur komen niet alleen samen voor tijdens de adolescentie, maar worden 
ook deels beïnvloed door dezelfde genetische en omgevingsfactoren. Adolescent-specifieke 
ontwikkeling van de hersenen is gekoppeld aan de puberteit, en intellectueel functioneren 
is gerelateerd aan de ontwikkeling van het witte stof netwerk. Genen spelen een belangrij-
ke rol in hormonale, lichamelijke, en hersenontwikkeling. Dit proefschrift biedt nieuwe en 
belangrijke informatie voor toekomstige studies en vraagt daarnaast om onderzoek naar 
een dieper begrip van de mechanismen die ten grondslag liggen aan de relaties die we hier 
hebben aangetoond. Een onvermijdelijke vraag is hoe het brein zich verder ontwikkeld na de 
leeftijd van 18 jaar, en wat de invloed van de (pre-) adolescentie daarop is. Een vierde meting 
van de deelnemers van BrainSCALE is het meest geschikt om die vraag te beantwoorden.

Hersenontwikkeling tijdens adolescentie
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zouden verdienen dan onze cadeau bon) omdat ze het onderzoek zo leuk vonden! En op het 
eind van de vermoeiende dag werd vaak met enthousiasme gevraagd wanneer de volgende 
meting zou zijn. Ik hoop snel.

Mijn (co-)promotoren Professor Hulshoff Pol, Professor Boomsma, Dr. Brouwer. Hilleke, 
jouw enthousiasme haperde nooit. Je leerde me over face validity, en het simpel verwoorden 
van ingewikkelde zaken die voor mij zo vanzelfsprekend waren. Dorret, dank voor je altijd 
snelle en duidelijke feedback. Jouw scherpe oog mist niks. Rachel, waar te beginnen, je bent 
een toevluchtsoord voor vele PhDs en studenten. Je deur stond altijd open en ik kon ondanks 
je volle agenda altijd mijn ei(eren) en frustraties kwijt. Je bleef me met geduld de details van 
het tweeling model uitleggen en stond altijd klaar om foutjes in scripts uit te zoeken.

Ook wil ik graag de leescommissie bedanken voor hun tijd: Prof. Benders, Prof. Durston, 
Prof. Cahn, Prof. Kemner, Prof. Bartels.

Dank ook aan Prof Kees Stam, daar waar het allemaal begon.
Suzanne, high five! Dat hebben we toch mooi gedaan, die 246 proefpersonen! Ik ben 

zeer dankbaar voor jouw input tijdens de voorbereidingen voor en het begin van de derde 
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Naast collega’s waren vriendschappen1 ook erg waardevol in de soms hectische periode van 
mijn eigen kleine tweede puberteit [gekarakteriseerd door veranderingen in mijn hersen-
netwerk en IQ (verbeteringen doordat ik heel veel geleerd heb de afgelopen jaren én een 
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sen schuddingen); en toenames in hormoonspiegels (ik noem een cortisol en adrenaline)].

Jemima, jaren geleden doorstonden wij samen de puberteit, en kijk eens waar we be-
land zijn! Het heeft naar mijn mening een positieve impact op mijn hersenontwikkeling ge-
had. Ik ben blij dat we er voor elkaar kunnen zijn. Kristine, dank voor de altijd interessante 
en soms diepgaande gesprekken. Ik mis onze wandelingen nu je zo ver weg woont! Hedwig 
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De meiden van JAMA voor ont/spannende bosritten, borrels & barbeques, alle gezellig-
heid en zorg voor Flame als ik in een buitenland zat of anderszins geen tijd had.

De MGU’ers voor alle respect en saamhorigheid, en alle tranen en lachbuien, en natuur-
lijk de lessen in theater, muziek, en zang.

Genen spelen een belangrijke rol in intelligentie en hersenstructuur (en vele andere eigen-
schappen). Bij deze wil ik graag mijn ouders bedanken voor mijn unieke genen-set, en voor 
de mogelijkheden die zij mij gaven om hier te komen. Jeannette, veel dank voor je pogingen 
om mijn cover-idee uit te werken, en super fijn dat je alles vertaald hebt naar Indesign!

Omgeving is ook belangrijk. Familie Janssen, dank voor het warme welkom. Flame2, 
ouwe gekke jongen, jouw hersenen werken op een zeer intrigerende manier waar ik me over 
blijf verbazen ondanks alle jaren dat we al samen zijn. Dank voor de zeer nodige afleiding in 
de buitenlucht. Ik hoop dat je je energie nog lang zal behouden. Elu & Gwyva: instant happi-
ness factors! Super schattig met rare kattenbreinen  (dat is dubbelop...) die me altijd laten 
(glim)lachen3.

La Musica! Dank aan alle artiesten van classicfm tot arrowrock die me ontspanning 
brachten of door de kamer lieten dansen; in het bijzonder: Madrugada, Sivert Høyem, Porcu-
pine Tree, Nightwish (met Tarja en Floor), After Forever, Tarja, Kamelot. En ik bedenk me nu 
dat de MRI scanner, of beter gezegd, de koelingspomp, mij regelmatig deed swingen bij het 
voorbereiden van een scan. 

Ronald, dank voor al het bovenstaande en zoveel meer.4

1  “I get by with a little help from my friends
I get high with a little help from my friends” 

– The Beatles, With a little help from my friends (1967), lyrics by John Lennon and Paul McCart-
ney

2 “You’ve got to get close to the flame
To see what it’s made of 
You’ve got to get close to the flame 
To see what you’re made of” 

– Tarja Turunen, My little Phoenix (2007), lyrics by Ruud Houweling & Michiel van
Zundert

3  “And the cat has been staring at me, all this time”
 – Porcupine Tree, How is your life today? (2000), lyrics by Steven Wilson

4 Many songs to come mind
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