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INTRODUCTION 

Everybody has questions about personality. Why is Susanna so different from her 
sister Elena? Why is Jimmy so aggressive – is it the neighborhood he lives in, the 
friends he plays with? Why do I become more like my father, the older I get? The 
purpose of research in psychology is to answer such questions in a scientific way, 
rather than to rely on intuition. If intuition were always correct, there would be no 
need to do research. Since intuition is not always correct, we should expect to some-
times be surprised by the results of research. 

The word personality refers to patterns of behavior, attitudes, and emotions that 
are typical of a given individual. Personality traits or characteristics differ from one 
individual to another, but within a given individual they show some consistency across 
contexts and some stability over time.  

In the past 20 years, research on personality has produced some surprising find-
ings, which have cast doubt on long-held beliefs. Even today, most psychologists still 
believe that a child's personality is shaped by two forces: “nature,” meaning the child's 
genes, and “nurture,” meaning the home environment provided by the child's parents. 
But often the influence of genes is admitted only reluctantly and thereafter is ignored. 
Developmentalists (psychologists who study child development) have focused almost 
all their attention on the influence of the parents.  

Because developmentalists have little or no power to modify the way parents rear 
their children, they look for confirmation of their theories in a traditional type of re-
search called correlational research. They measure some aspect of the parents' 
behavior (e.g., how often the parent praises or hugs the child) and some aspect of the 
child's behavior or personality (e.g., how well the child gets along with his or her 
classmates). If a correlation between the two measures is found – if the parents who 
give a lot of praise or hugs have children who have good relationships with their 
classmates – the developmentalists conclude that the affectionate parenting is respon-
sible for the children's social success (Maccoby, 2000; Maccoby & Martin, 1983; 
Pastor, 1981).  

The flaw in these studies is that they provide no way of controlling for the influ-
ence of genes; heredity is entirely ignored. The research method is therefore incapable 
of ruling out other possible explanations of the results. Children and parents share 
50% of their genes; perhaps the parents are nice to their children, and the children are 
nice to their classmates, because they both have genes that predispose them to being 
pleasant and affectionate. Or perhaps children who have genes that predispose them to 
being pleasant and affectionate are loved more by their parents, and therefore the par-
ents give them more praise and hugs.  
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The trouble with correlational studies is that correlations tell us nothing about 
causes or effects – they only tell us which variables co-vary. Nor does the use of a 
longitudinal method solve the cause-or-effect problem. For example, research on in-
fant attachment has found that babies who have “secure” attachments to their mothers 
are more likely to have successful social relationships with other people when they are 
older. But the fact that the measurement of attachment came first doesn't mean we can 
conclude that attachment is causal. It is possible that babies with certain inherited per-
sonality characteristics are more likely to have secure attachments to their mothers, 
and that these same characteristics also increase the chances that their other relation-
ships will also be successful.  

In short, the methods used in traditional developmental research produce results 
that are ambiguous and uninterpretable. Some portion of a measured correlation may 
be due to the influence of the environment; some portion may be due to the influence 
of genes. But how much of each? Until behavioral geneticists devised ways of separat-
ing the two kinds of influences, researchers could only guess.  

 

WHAT IS BEHAVIORAL GENETICS? 

The field of behavioral genetics had a stormy start; at first, there was a general rejec-
tion of its methods and principles. Simply using words like “genetic” or “heredity” 
was enough to make these researchers the target of political and moral accusations. 
But over the years – thanks in part to the increased interest in the human genome – 
these words have become acceptable. Today the evidence is overwhelming that we 
cannot ignore the genetic and biological substrates of human behavior and personality.  

That is a worrisome idea to some people, but it need not be. The fact that a behav-
ior is influenced by genes does not mean that it cannot be changed. Furthermore, the 
fact that a behavior is influenced by the environment is not necessarily good. If every-
thing that happened to people, good or bad, had the power to change their 
personalities, then they would be completely at the mercy of unfair environmental 
circumstances, such as those that exist in underdeveloped countries.  

But the fact that all personality characteristics are influenced to some extent by 
genes was not the surprising result that came out of behavioral genetics; if some peo-
ple were surprised by it, they shouldn't have been. The truly surprising result was 
about the environment. The assumption that “environment” is equivalent to “home 
environment” or “family environment,” and that the most important influence on chil-
dren is the way their parents bring them up, was not supported by the evidence. In 
fact, the research showed that for most traits, the effects of growing up in a particular 
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family are negligible. It turned out that a substantial portion of the variation in human 
personality and behavior is accounted for neither by the effects of genes nor by the 
effects of growing up in a particular family.  

 
The goal of behavioral genetics 
The objective of behavioral genetics is to explain individual differences in psycho-
logical traits by ascribing them to genetic and environmental sources. The research is 
focused on differences among people; it has nothing to say about characteristics com-
mon to every member of the population. Nor can it explain the personality of a single 
individual.  

Francis Galton, a cousin of Charles Darwin, is usually credited with founding the 
field. It was Galton who realized that psychological traits that are normally distributed, 
such as personality and intelligence, must be influenced by several genes, not just one. 
The fact that most traits are the outcome of a number of genes acting together is the 
cornerstone of quantitative genetics, because it means that the closer the genetic relat-
edness of two people, the closer the resemblance between them should be. The 
methods of behavioral genetics are based on this principle.  

 
Accounting for the variance 
The purpose of a behavioral genetic study is to account for the variance – to explain 
the differences from one individual to another in a given group of people, the subjects 
who take part in the study. Because we can't measure an entire population, we measure 
a sample of people drawn, preferably at random, from the population. Then we take 
measurements of that sample: their height, or IQ scores, or scores on a personality test. 
Generally the measurements will be distributed in the shape of a normal or “bell-
shaped” curve. Next, we compute an average: the mean of our sample for the meas-
ured characteristic. In some kinds of research, interest is focused on the mean, but in 
behavioral genetics the focus is on the variance.  

Accounting for the variance means finding the causes of the deviations from the 
mean. What makes one person score high and another score low?  

 
Separating genetic and environmental sources of variance 
Traditional research in psychology also looks for ways to explain the variance; a correla-
tion of .30, for example, “accounts,” in a mathematical sense, for 9% of the variance 
(you square the correlation to get amount of variance accounted for). But, as we al-
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ready noted, a correlation can only tell us whether or not two variables vary together. 
It cannot tell us anything about causes and effects. 

Behavioral genetic methods are intended to solve this limitation. The unique fea-
ture of these methods is that subjects are recruited for studies not singly but in pairs – 
usually pairs of twins or siblings. The pairs may differ in how closely they are related 
genetically: they may be “identical” or monozygotic (MZ) twins, who share 100% of 
their genes; “fraternal” or dizygotic (DZ) twins, who on average share 50%; full sib-
lings, who also share 50%; half siblings who share 25%; or step- or adoptive siblings, 
who have no genes in common. Alternatively or in addition, the subjects may differ in 
the similarity of their childhood environments. Generally only two levels of environ-
mental similarity are possible: either both subjects grew up in the same family (which 
means that their childhood environments, though not identical, must have been alike in 
many ways), or they grew up in different families (which means their environments 
must have differed in many ways). The use of such pairs gives us the ability to ask 
questions like these: Are siblings1 who share many genes more alike in personality 
than those who share fewer genes? How much more alike? Are siblings who grew up 
in the same family more alike than similar pairs who grew up in different families? 
How much more alike? 
 
The three components of the variance  
For the purpose of this explanation, we will assume that we have given our subjects a 
personality test that measures a trait called “aggressiveness” and have calculated an 
aggressiveness score for each subject. We begin by asking what proportion of the 
variance in aggressiveness is explained by genetic influences of any kind, and what 
proportion by environmental influences of any kind. For this purpose, the variance V, 
is assumed to be the sum of three components: 

 
VT=Vg+VC+VE 

 

Where Vg stands for genetic variance, and VC+VE  stand for environmental vari-
ance. The variance components can be standardized by estimating the proportion of 
variance accounted for by each of them, by dividing each variance component by the 
total variance. The standardized components are represented as: 

 

                                                      
1 We will use the word “siblings” in this chapter to mean all kinds of sibling pairs, includ-

ing twins and adoptive siblings. 
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  h2 + c2 + e2=1 

 
where h2, known as heritability, is the genetic variance; c2 is the variance we will 

attribute to the environment shared by siblings who grow up in the same family; and e2 
is the variance we will attribute to the “unique” environment – the environment not 
shared by siblings in the same family.  

Of the three, heritability is the easiest to understand. People differ in part because 
they have different genes. Close relatives are less likely to have different genes than 
distant relatives; the closer the relationship, the greater the genetic similarity. Thus, to 
the degree that a trait is influenced by genes, the trait should be more similar in MZ 
twins than in DZ twins and more similar in biological siblings than in adoptive sib-
lings.  

Figure 1.1 

Scatterplot  of MZ and DZ twins for Aggressive Behavior. (rMZ=.446, rDZ=.214). (Data from the Nether-
lands Twin Register) 

 
Calculating the second component, c2 or shared environment (SE) is based on similar 
reasoning for environment. To the degree that a trait is influenced by the environment, 
the trait should be more similar in two subjects raised in the same family than in two 
raised in separate families. Thus, the more similar the environment, the more similar a 
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pair of subjects should be on a given trait. Two people raised in the same family – 
even though they undoubtedly have different experiences within the family – will have 
environments that are more similar than two raised in different families, because the 
environments of the two raised in different families can differ in so many more ways. 
For example, a family can be headed by one parent, by two parents who get along 
well, or by two who are always fighting. These circumstances are likely to differ for 
people raised in different families but are the same for people raised in the same fam-
ily. All the stable aspects of the home environment, including many factors (e.g., 
parents' education and socioeconomic status) that are commonly believed to be impor-
tant to developmental outcomes, may differ for two people reared in different homes 
but are the same for those reared in the same home. Two people raised in the same 
family are likely to have similar environments outside the home as well: they share a 
neighborhood, schools and teachers, and often (especially in the case of twins) a peer 
group.  

That leaves the last component, e2, usually called nonshared environment (NSE). 
This is the variance that is left over after we have subtracted all the variance we can 
attribute either to shared genes or to shared environment. Another way of describing it 
is “unexplained variance.” It is not genetic and we cannot attribute it to any aspect of 
the environment that is the same for both members of a sibling pair and that influences 
them both in the same way. It includes the effects of any experiences that siblings 
share but that fail to make them more alike in the measured trait, as well as the effects 
of any experiences they do not share. 

The variance attributed to the NSE is itself made up of three components. First, 
measurement error: any inaccuracies in our measurements will increase this compo-
nent of the variance. It is estimated that about 20% of the variance in personality 
measures and 10% of the variance in IQ is due to measurement error (Plomin, 1990).  

The second component is the variance that results from random physiological 
processes in development, before or after birth. There is not enough room in the ge-
nome to specify every detail; thus, the brains of MZ twins differ slightly for the same 
reason that their fingerprints do. In the uterus, one twin might be in a better position 
than the other. After they are born, one twin might experience a serious accident or 
illness. All these factors can lead to physical differences between twins (or ordinary 
siblings) that are caused neither by their genes nor by their shared environment.  

The third and most interesting part of the NSE is the unique experiences that twins 
or siblings have. Their environments may differ in a number of ways and for a number 
of reasons. Their mother may love one of them more than the other. They may have 
different friends or different teachers. If they are ordinary siblings rather than twins, 
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they differ in age, so one of them grows up with a bossy older sibling while the other 
grows up with a pesky younger one. If they belong to the same peer group, one of 
them might have higher status in the group than the other. They might be character-
ized by their peers in different ways or assigned different roles within the group.  

We currently have no way of estimating the amount of NSE variance attributable 
to random physiological processes or to unique experiences.  
 
Making use of the resemblances between siblings  
The first step in estimating the amount of variance that can be attributed to h2, c2, and 
e2 is to calculate the resemblance in the trait – aggressiveness, in our example – be-
tween the pairs of siblings in our study. Each subject is given a test and receives an 
aggressiveness score. One member of the pair may score high and the other low, or the 
two may be very similar. On a scatter plot we can plot a point for each subject, with 
the position on the vertical axis determined by one sibling's score, the position on the 
horizontal axis by the score of the other sibling. We can calculate a correlation for 
each group or subgroup of subjects, expressing how similar the pairs are in aggres-
siveness. 

By dividing our subjects into subgroups, we can compare the correlations in 
aggressiveness between pairs who vary in their genetic relatedness and/or those 
who did or did not grow up in the same family. According to principles of quanti-
tative genetics, if people who share more genes are more alike, that means that 
genes must account for some part of the variance among our subjects. Following 
the same reasoning, if siblings who grew up in the same home are more alike, then 
the shared environment must account for some part of the variation, The remaining 
variance, the portion not accounted for by genes or shared environment, will be 
attributed to the nonshared (unexplained) environment – a component that, as we 
said, includes measurement error. Thus, we are dividing the total variance into two 
parts, attributed to two different kinds of causes: (1) causes that produce similari-
ties or correlations between siblings (genes or environment shared by them), and 
(2) causes that do not produce similarities between pairs but that contribute to the 
variance among our subjects. Causes of the second kind make the members of a 
pair neither more alike nor less alike than any two subjects picked at random from 
our group of subjects.  

 
The design of behavioral genetic studies 
Among the lessons taught by behavioral genetic research, perhaps the most important 
is that no conclusions can be reached about parents' effects on children by studying 
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only one child per family. It is mandatory to study at least two members of the same 
family in order to control for genetic influences and to determine whether environ-
mental influences are shared or non-shared. 
 
Adoption designs  
Adoption is a natural experiment that creates pairs of individuals in which environ-
ment and genes are separated. The most interesting condition is the one in which MZ 
twins are adopted by different families soon after birth and reared in different homes; 
the abbreviation MZA is used for these rare pairs. Because they share 100% of their 
genes and none of their rearing environment, any correlation between them can be 
attributed entirely to their shared genes. Thus, the correlation between MZA twins is a 
direct estimate of h2:  

 
h2 = rMZA  

 
The design becomes stronger if our subject pairs include MZ twins reared together 

(MZT), as well as those reared apart. Now we can estimate the effect of c2 by subtract-
ing the MZA correlation from the MZT correlation, because the MZT correlation is 
due to the joint effects of shared genes and shared environment, whereas the MZA 
correlation is due only to genes:  

 
c2 = rMZT – rMZA 

 

Finally, we can subtract c2 and h2 (everything that makes siblings more alike) from 
1 to estimate the remaining variance or e2 (everything that fails to make siblings more 
alike): 

e2 = 1 – (c2 + h2)  

             = 1 – rMZT 

 

Similar comparisons can be done with other kinds of family arrangements. The 
correlation between adoptive parents and their adopted children provides a direct es-
timate of shared environment effects; that between biological parents and their 
adopted-away children gives another way of estimating heritability. Note that correla-
tions between parents and children are likely to be lower than correlations between 
siblings, even though the proportion of genes shared is the same, because parents and 
children belong to different generations and any generational differences (e.g., due to 
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cultural changes) will increase the differences between them, moreover the expression 
of genes may be age dependent as well.  For this reason, behavioral geneticists prefer 
to estimate environmental effects by making comparisons between two adoptive 
siblings reared in the same home, rather than between adopted children and their adop-
tive parents.  
 
Twin design 
With this design, reared-together MZ twins are compared to reared-together DZ twins. 
MZ twins share 100% of their genes; DZ twins share, on average, 50%. Because they 
are the same age, reared-together twins not only share the stable features of their rear-
ing environment (such as parents' education); they also experience changes in family 
circumstances (a change of residence, a parental divorce) at the same stage of their 
lives.  

Box 1.1 

Equations to estimate the components of variance through a twin design (all twins are reared together) 

 

 
For almost every trait, MZ twins are more similar than DZ twins. We can use this 

difference in similarity to estimate the different portions of the variance, using the 
equations in Box 1.1 (Plomin, DeFries, McClearn, & McGuffin, 2001): 

 These equations are based on the following reasoning. MZ twins share twice as 
many genes as DZ twins, so if the MZ correlation is about twice the DZ correlation, 
there must be some effect of genes. If the MZ and DZ correlations are about the same, 
then no effect of genes has been demonstrated. If the MZ correlation is noticeably 
smaller than 1, there must be some effect of the non-shared environment. When the 
DZ correlation is more than half the MZ correlation, that is evidence for a shared envi-
ronment effect, because it means that the DZ twins are more alike than we would 
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expect on the basis of their shared genes. This method of estimating the different vari-
ance components was described by Falconer (1989). It is assumed that dominance 
genetic effects are absent, that mating occurs at random in the population, that the 
within family environments of MZ and DZ twins are equally variable, and that there 
are no interactions between genes and environment. 

However, if the DZ correlation is less than half the MZ correlation, that is an in-
dicative of the presence of dominance genetic effects (d2). With the classic twin 
design, the effects of c2 and d2 can not be simultaneously estimated because shared 
environmental effects and non-additive genetic effects have opposite consequences in 
the difference between MZ and DZ correlations (reducing and increasing the MZ-DZ 
differences in correlation, respectively). In order to estimate d2 the MZ and DZ corre-
lations are redefined as follows: 
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Where a2 stands for additive genetic effects and d2 stands for dominance genetic 
effects. DZ twins share 50% of the additive genetic variance, and 25% of the domi-
nance genetic variance. Therefore, a2 and d2 can be estimated as follows: 

 

DZMZ

MZDZ

rrd

rra

42

4
2

2

−=

−=
 

 

The estimate of a2 + d2 is known as broad heritability. The heritability is a property 
of a given population under certain environmental circumstances, and it might not 
generalize to a different population or after a change in the environmental conditions. 
Nowadays, more complex data analysis methods like Structural Equation Modeling, 
and extended family designs allow the study of other sources of variation from non-
additive genetic effects, to assortative mating or gene-environment interactions (Neale 
& Cardon, 1992).  
 
Family designs 
In recent years twin and adoption designs have been extended; all kinds of family 
arrangements and kinship relationships can now be included in a behavioral genetic 
study. Some critics have objected to the twin and adoption studies by saying that the 
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lives of twins and adoptees may be different from those of other children. Including 
ordinary families gets around this objection. It also provides more information, thus 
improving the accuracy and reliability of the results. Many behavioral geneticists now 
use complex mathematical models so that kinships of several types can be included in 
the same analysis. In addition to MZ and DZ twins, these studies may include full 
siblings and half siblings. Families with adopted children have become harder to find, 
so an alternative is to use step-siblings: two biologically unrelated children reared in 
the same home by parents who produced these children in previous partnerships. 

Data analyses for such complicated designs consist of finding the solution (the es-
timates of h2, c2, and e2) that provides the best fit to all the data. This kind of complex 
design has recently been used by Reiss and his associates (Reiss, Neiderhiser, 
Hetherington, & Plomin, 2000), in a study we will discuss later in this chapter. 

 
The basic results of behavioral genetic studies 
In many areas of psychology, effects tend to be small and unreliable; a result found in 
one study may fail to be replicated in the next. This is not the case in behavioral genet-
ics. The results found in this field have the quality that statisticians call “robustness.” 
In addition, as we previously noted, the results found in this field are surprising – or 
were surprising when they were first announced in the 1970s (Loehlin & Nichols, 
1976). In fact, the results were so surprising that for a long time they were ignored by 
most psychologists outside the field of behavioral genetics. It was writers like Plomin 
and Daniels (1987), Scarr (1992), Rowe (1994), and Harris (1995; 1998) who forced 
developmentalists and other psychologists to pay attention to the work of the behav-
ioral geneticists. 

The results can be summarized quickly. When it comes to personality, genetic ef-
fects generally account for 30% to 60% of the variance or around 45% on average. To 
put it another way, heritability is usually around .45. Shared environment accounts for 
zero to 10%; the most common result in recent studies is that estimates of shared envi-
ronmental variance do not differ significantly from zero (Bouchard & Loehlin, 2001). 
The remainder, about 50%, is non-shared or unexplained environmental variance 
(NSE). Since this last component includes measurement error, and measurement error 
accounts for about 20% of the variance in personality scores, this means that genes – 
more precisely, genetic differences among the subjects – account for a little more than 
half of the reliable variance (see Figure 1.2).  

What is surprising about these results, of course, is the lack of effect of SE. None 
of the aspects of the environment that siblings share – including most of the factors 
that were long believed to be important to personality development – have measurable 
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effects. If they do have effects, the effects are not consistent; perhaps a given envi-
ronmental factor, such as divorced parents, affects one sibling one way, the other 
sibling a different way. But bear in mind that many of the subjects in these studies are 
MZ twins. Why should one twin react one way and the other, the same age and with 
the same genes, react a different way? Furthermore, though there are some environ-
mental factors, such as divorced parents, that one can imagine might have different 
effects on different children, there are other factors for which that explanation is less 
plausible. Consider our example of aggressiveness. Why should having aggressive 
parents make one child more aggressive and the other more pacific? Traditional theo-
ries of personality development would not lead us to expect such an outcome. The 
whole idea of giving advice to parents is based on the premise that parental behaviors 
have predictable effects on children. What the behavioral genetic results showed is 
that parental behaviors such as a tendency to be aggressive either have unpredictable 
effects or no effects at all.  

Figure 1.2 

 Average decomposition of personality variance 

 
At first glance the behavioral genetic results seem to conflict with the results of the 
thousands of correlational studies produced by developmentalists. But there is no con-
flict if you look more closely. Developmental studies find correlations between 
parental behaviors and child outcomes that tend to be small – seldom above .30 and 
often much smaller. This is inconsistent with the .45 heritability for personality traits 
found by behavioral geneticists.  The correlation between parents and their offspring 
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2
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There are two other things to keep in mind at this point. First, remember that we 
are talking about proportions of variance explained by anonymous or unknown genes 
(though, as we will see, efforts are now being made to identify specific genes). 
Second, estimates of the components of the variance obtained in a given study apply 
only to the population that the subjects come from. Until the results are replicated in 
other populations with different demographic features, these estimates cannot be gen-
eralized. But most of the results found in behavioral genetic studies have already been 
replicated in more than one sample, and in some cases in more than one part of the 
world. The results are remarkably consistent, regardless of the measures used (self-
report questionnaires, observations, etc.) or the method (twin, adoption, or family 
studies). There is no mathematical necessity for a study of reared-apart twins and a 
study of reared-together adoptive siblings to both give the same result – no effect of 
shared environment – but they do. 

With estimates of the three components of variance in hand, we can now begin to 
look for potential specific sources of influence: specific genes and specific environ-
mental variables.   

 

GENETIC SOURCES OF VARIANCE 

A principle of quantitative genetics is that the inheritance of a given psychological 
trait depends on the effects of multiple genes. Genes are composed of a sequence 
of bases: four different molecules situated along the two strands that roll around 
each other to form the double helix of the DNA (desoxyribonucleic acid) mole-
cule. The bases on one strand are paired with the bases of the other as a result of 
their structural properties: C (cytosine) pairs with G (guanine), and A (adenine) 
pairs with T (thymine). The sequence and pairing of base pairs is the language of 
the DNA that allows it to replicate itself and to direct the synthesis of proteins. 
Generally, genes are transcribed into RNA (Ribonucleic Acid) that is subsequently 
translated into protein. The human genome is composed by 3200 Mb (million base 
pairs) divided over 22 pairs of autosomal chromosomes and 2 sex chromosomes 
(XX female, XY male). The total number of genes estimated by the Human Ge-
nome Project, ranges from 30 000-50 000. The position of a single gene on a 
chromosome is called a locus.  

Genes can be polymorphic, which means they can have various base se-
quences, called alleles. These variations in sequence are caused by a change, 
insertion or deletion of bases and are  called polymorphisms. The specific combi-
nation of two parental alleles in a given person is his or her genotype. Of course a 
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person has various genotypes across genes. These polymorphic genes are potential 
sources of observed individual differences in personality traits. The observed or 
measured characteristics of an individual (which are the result of environmental 
influences as well as genes) are called the phenotype.  

 
 
Additive and non-additive genetic effects 
There are two kinds of genetic effects. Additive effects are directly transmitted 
from parents to children. The action of additive polymorphic genes is a conse-
quence of the sum of the allelic effects. They increase parent-offspring 
resemblance and resemblance between biological siblings. 

Non-additive genetic effects depend on a specific combination of alleles; they 
are not inherited in the usual way; these are genes that do not “breed true.” The 
parents may have characteristics that the children do not have, and vice versa. The 
reason that they do not breed true is that the combination of alleles is not inherited 
as a package. Instead, its components are split up during the recombination that 
occurs during sexual reproduction, and thus the offspring receives only one of two 
alleles from each parent. Only MZ twins have exactly the same genes – that is, the 
same alleles, and thus they share the totality of the non-additive genetic effects.   

Two different processes may lead to non-additive effects: dominance and epis-
tasis. Dominant genes are not additive because having one allele (at a given locus) 
is as good as having two, so they break the rule that the more alleles you have of a 
given trait, the more of that trait you have. Epistasis is when the action of a gene in 
one locus is to increase the effects of a gene in another locus; in other words, there 
is an interaction between genes at different loci.  

In partitioning the variance, behavioral geneticists often leave out non-additive ge-
netic effects and analyze their data using the “ACE model”: A for additive genetic 
effects, C for shared environment, and E for the non-shared environment. To calculate 
non-additive effects requires large data sets. The assumption is that non-additive ef-
fects are generally too small to seriously affect the results. However, the pattern of 
MZ-DZ correlations can indicate if the ACE model is appropriate or if an ADE model 
(with dominance genetic effects) would explain the data better; DZ correlations lower 
than half the MZ correlations are indicative of the presence of non-additive genetic 
effects, whereas DZ correlations half or larger than half the MZ correlations are in-
dicative of shared environmental effects. Heritability based on the ACE model 
(additive effects only) is called narrow heritability. When non-additive effects are 
included, the result is called broad heritability. 
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Heritability is sizable for most traits 
In two reviews of the evidence on genetic and environmental sources of personality 
(Bouchard et al., 2001; Bouchard & McGue, 2003), Thomas Bouchard and his col-
leagues summarized the evidence from four  large twin studies on the “Big Five” 
dimensions of personality (see Table 1). Also included in this table are the results of 
two previous summaries of evidence, by Bouchard himself (1997) and by John Loeh-
lin (1992).  

 

Table 1.1 

Broad heritabilities of self-report measures of the Big Five factors 

 New Studies Summaries 

Trait 

(Jang, 
Livesley, 

& Vernon, 
1996) 

Canada 

(Waller, 
1999) 

US 

(Loehlin, 
McRae, 
Costa, & 

John, 1998) 
US 

(Riemann, 
Angleitner, 
& Strelau, 

1997) 
Germany 

Mean of 
the four 
recent 
studies 

(Loehlin, 
1992) 

Review of 
Kinships 

(Bouchard, 
1997) 

Summary of 
Literature 

Extraversion .53 .49 .57 .56 .54 .49 .54 
Agreebleness .41 .33 .51 .42 .42 .35 .52 
Conscientiousness .44 .48 .52 .53 .49 .38 .40 
Neuroticism .41 .42 .58 .52 .48 .41 .58 
Openness .61 .58 .56 .53 .47 .45 .52 

number of MZ 
pairs 

123 313 490 660    

number of DZ 
pairs 

127 91 317 304    

 
 
 
The reported results show the broad heritabilities (additive plus non-additive) for the 
five most general personality traits. Heritabilities between .40 and .60 are consistently 
found, with minor differences between traits. One curious result on the right side of 
the table is that studies based only on twins (Bouchard, 1997) lead to higher h2 esti-
mates than those based on other kinships (Loehlin, 1992). This is probably due to the 
presence of non-additive effects, always shared by MZ twins. In a recent publication, 
Keller and colleages (2005) used an extended families design analyzing data on the 
Eysenck’s and Cloninger’s personality dimensions, from 9672 twins and 3241 of their 
siblings.  They found that the non-additive genetics effects explained 12-36% of the 
variance, and generally accounted for more variation than did additive genetic vari-
ance. Thus, differences in personality seem to have a genetic origin, but they are not 
shared by parents and their offspring. 
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Other psychological characteristics often included under the heading of personal-
ity, such as social attitudes, religiousness, and psychological interests have also been 
explored with genetically informative designs. You probably would expect lower 
heritabilities and stronger environmental influences for such characteristics. E.g. 
Boomsma et al. (1999) found that family resemblance in religious attitude could be 
entirely explained by the shared environment in adolescent Dutch twins. However, 
although genetic factors hardly influenced social attitudes during the first few years of 
life, the contribution of genetic factors to differences in attitudes rises to the same 
proportions as in personality later in adulthood. This is what Eaves and colleagues 
(1999) found in a study of extended kinships of adult twins, with their parents, sib-
lings, spouses and adult children. However, the authors found that a high degree of 
marital resemblance (assortative mating), as well as the impact of parental attitudes on 
offspring attitudes (cultural inheritance) are also relevant sources of family resem-
blance for social attitudes, as opposed to personality.  

 
The search for specific genes  
Now that we know that genetic differences account for a substantial part of the varia-
tion in personality, we are ready to look for specific gene variations (alleles). The 
researcher's job is to look for genes that could be related to psychological differences – 
genes that act in the brain. (Such genes may also have actions elsewhere in the body.) 
Finding such genetic variations would, in turn provide us with a new and valuable 
research tool. Correlations between genotypes and behavioral characteristics are un-
ambiguous with regard to causality: DNA can cause personality traits but changes in 
personality traits cannot cause changes in DNA, although they could change gene 
expression.  

Because all personality traits are influenced by a number of genes acting together, 
the potential size of the effect of the variation in a single gene is likely to be small – 
perhaps only 1% to 4% of the total variance in a given trait. An individual gene that 
combines with other genes to influence a given trait is called a Quantitative Trait Lo-
cus or QTL. 

The search for specific variations in the genetic code that could account for genetic 
variance in personality began only recently, in 1996 (Benjamin et al., 1996). Ebstein, 
Benjamin, and Belmaker (2002) have listed some of the criteria that researchers use to 
select one polymorphism for the study of personality traits:  

- Do the alleles differ in their physiological action? 
- Are the base pairs of the gene responsible for the coding of proteins? 
- Is the gene expressed in an appropriate brain region? 
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- Is the gene implicated in the functioning of some relevant neurotransmission? 
 
If the answer to most of those questions is positive, then a given polymorphic gene 

can be selected as a target for further study. We will describe two polymorphisms that 
have been selected as promising candidates in personality studies.  

DRD4. This gene is related to the functioning of dopamine in brain reward and 
approach systems. Chromosome 11 (see Figure 4), contains a repetition of a sequence 
of 16 bases. The alleles vary in the number of times that the sequence is repeated, 
from 2 to 10. Personality scores are compared between people with long versions of 
the gene (7 repeats or more) and people with short versions (5 repeats or less). There 
is some evidence that people with the long alleles tend to show higher scores on sensa-
tion-seeking. The long alleles have also been related to disorganized attachment in 
children, attention deficits, and addictive behaviors such as alcoholism and heroin 
addiction. However, the results are not always replicated. A recent quantitative review 
(McGue, 2002) concluded that, although the mean effect size of the long allele is sig-
nificant, there is substantial variability in the results across studies that is still 
unexplained.  

Figure 1.3. 

 Locus of the DRD4 polymorphism on chromosome 11 

 

5-HTT. This gene, also called serotonin transporter (SERT), on chromosome 17 (see 
Figure 5), was targeted because it is related to the functioning of the serotonin system. 
Serotonin is the neurotransmitter that is targeted by antidepressants such as Prozac; 
like Prozac, the 5-HTT gene is involved in regulating re-uptake of serotonin in brain 
synapses (Lesch et al., 1995). This neurotransmitter has effects on moods and emo-
tions, cognition, sensory processing, motor activity and circadian rhythms (Lesch, 
2002). A polymorphism in the promoter region of the gene consists of 2 alleles, the 
short allele, associated with lower efficiency of the serotonin system, has 14 repeats of 
a particular series of bases; the long one has 16 repeats. The short allele has been re-
lated to higher scores on neuroticism and various measures of anxiety, but the results 
are variable (Middeldorp et al., 2006) and the effect sizes are rather small (3% to 4% 
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of the total variance). McGue (2002) concluded that the mean effect size of the short 
allele on neuroticism was not statistically significant. 

Figure1.3 

 Locus of the 5-HTTPLR on chromosome 17 

 

Though failures to replicate preliminary findings are discouraging, the search for 
genes has just begun. New data produced by the Human Genome Project will lead to 
the identification of more target genes. To prepare for the future, researchers in the 
behavioral sciences – and eventually mental health practitioners in the clinic – will 
have to accustom themselves to the use of DNA analyses and results.  

 

ENVIRONMENTAL SOURCES OF VARIANCE  

As we explained, behavioral genetic methods divide the environmental variance into 
two components, that shared by siblings who grow up in the same family (SE, for 
shared environment) and that not shared by siblings who grow up in the same family 
(NSE). By definition, SE influences are anything that makes the siblings more alike. 
NSE influences do not make the siblings more alike but also do not make them more 
different: in regard to the variance attributed to NSE, siblings are neither more alike 
nor less alike, on average, than any two subjects drawn from the same population. 
This is an important point to keep in mind, because the NSE is sometimes mislead-
ingly defined as “the environment that makes siblings different,” which makes people 
think that there must be some factor – children's desire to differentiate themselves 
from their siblings, or the parents' efforts to treat them as separate individuals – that 
causes them to become less alike. If that were the case, however, then the correlations 
between siblings reared together should be lower than those between siblings reared 
apart, and there should be negative correlations between adoptive siblings. That is not 
what is found. There is no evidence that growing up together makes siblings less alike. 
In some ways, at least during childhood and adolescence, siblings reared together are 
slightly more alike than siblings reared apart. Table 2 shows estimates of SE and NSE 
from Rowe (1994).  
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Table 1.2 

Environmental effects for the Big Five personality traits (Rowe, 1994) 

 SE  NSE  
Extraversion .02 .49 
Agreeableness .09 .52 
Conscientiousness .05 .55 
Neuroticism .07 .52 
Openness .06 .49 
Mean .06 .51 

 

Other studies have yielded even lower estimates for SE. In a large sample of 4298 
pairs of twins over the age of 17, no significant SE effects were found for any aspect 
of personality as assessed by the Multidimensional Personality Questionnaire (Finkel 
& McGue, 1997).  

 
Efforts to find the sources of shared environment effects 
Since SE effects are so low for most aspects of personality, it almost seems pointless 
to look for their source. The startling fact about SE is how little it matters. The lack of 
significant effects of SE means, for example, that people who grew up in tidy, well-
organized homes run by conscientious parents are, on average, no higher in conscien-
tiousness than people who grew up in homes run by happy-go-lucky slobs. If there 
were any tendency for people reared in well-organized homes to be more conscien-
tious as adults, then two people reared in the same home would be more alike in 
conscientiousness than two reared in different homes.  

However, there are a few characteristics that do show some SE effects. There is a 
modest correlation in IQ between young siblings growing up together – even adoptive 
siblings – but this correlation declines to zero by the time they reach adulthood 
(Plomin, Chipuer, & Neiderhiser, 1994). More relevant to our interests here are certain 
similarities in behavior, especially in adolescent delinquency and the use of substances 
such as alcohol and tobacco. To understand these effects, it is important to remember 
that the “shared” environment for siblings includes the environment they share outside 
the home. In fact, it does appear to be the environment they share outside the home 
that causes siblings to resemble each other in delinquency and substance use. Rowe 
(1997) has shown that non-twin siblings who are close in age and who spend a lot of 
time together outside the home are more likely to resemble each other in the extent to 
which they commit delinquent acts during the teenage years. Breaking laws and using 
alcohol or drugs are activities that teenagers engage in outside the home, in the com-
pany of their friends. We interpret the SE effects on delinquency and substance use as 
neighborhood or peer group effects.  
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Efforts to find the sources of non-shared environmental effects 
The fact that growing up in a particular home seems to have little or no lasting effect 
on personality should not be misunderstood: it does not mean that the environment is 
unimportant, and it certainly does not mean that everything is genetic. It means that 
we do not yet know what aspects of the environment are the important shapers of per-
sonality, which means that we do not yet know how personality is shaped. The aspects 
of the environment that were formerly thought to be important have been shown to 
have negligible effects, so the search is now on for something to take their place. 

The 1987 article by Plomin and Daniels titled “Why are the children in the same 
family so different from one another?” was the first in a chain of articles and books 
that eventually led to greater interest in the non-shared kind of environment and to 
research programs designed to search for specific sources of NSE. On theoretical 
grounds, five areas appear to offer the most promise: 

 
- Structural characteristics of the family (e.g., birth order, age and gender dif-

ferences between siblings)  
- Differential parental treatment (the fact that a parent might behave differ-

ently to different children – e.g, give one more affection than the other)  
- Differential sibling interaction (e.g., one sibling might be dominated by the 

other) 
- Differential experiences outside the home (e.g., two siblings might be treated 

differently by peers or teachers) 
- Differential life events (e.g., one sibling has an experience, such as a serious 

injury, that changes the course of his or her life)  
 
Within-family differences in environment 
The first reaction to the surprising findings about SE and NSE was rather conserva-
tive. If those aspects of the family environment shared by siblings do not matter, then 
maybe what matters is those aspects of the family environment not shared by siblings 
– for example, birth order. Two studies were specifically designed to look for sources 
of NSE effects.  

The first was a meta-analysis by Turkheimer and Waldron (2000). Turkheimer and 
Waldron collected all the relevant studies they were able to find, 43 in all. The results 
were disappointing. The mean effect size was 0.041, which means that the environ-
mental measures studied explained, on average, only 4% of the NSE variance in 
psychological traits (including intelligence and adjustment, as well as personality). Of 
the factors that were examined, the smallest effects were found for family constella-
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tion variables, including birth order and sex of siblings; on average these variables 
accounted for only 1% of the variance. The largest effects – though still quite small – 
came from studies that examined the effects of interactions with peers and teachers; 
these studies accounted, on average, for 5% of the variance. 

 Table 1.3 summarizes the findings of Turkheimer and Waldron. 
 

Table 1.3 

Amount of variance (in percent) accounted for by various environmental measures, as reported by 
Turkheimer and Waldron (2000) 

Environmental measure % of variance explained 

Family constellation 1.1 
Differential parental behavior 2.3 
Differential sibling interaction 2.4 
Differential peer or teacher interaction 5.3 
All measured environmental variables put together 13.3 

 
The second major attempt to find the sources of NSE effects was a well-designed lon-
gitudinal study by Reiss and his colleagues (2000). This was a powerful study because 
it included six different types of sibling pairs: MZ twins, DZ twins, full siblings, half-
siblings, and step-siblings, growing up in the same family. All the families were 
headed by two parents. The 708 pairs of siblings were examined twice, about two 
years apart. The study spanned the years of adolescence; the average age of the par-
ticipants was around 13 years on the first occasion and 15 on the second, but the range 
of ages was wide: 10 to 21.  

Reiss and his colleagues collected a large number of measures of the environ-
ment and a large number of measures of the behavior, personality, and adjustment of 
the adolescents. Most of the measures were based on separate reports from two or 
more individuals, averaged together. For example, the amount of conflict between a 
given parent and a given child was judged by each parent separately, and also judged 
by the child. Sibling conflict was judged by both parents and by both siblings. The 
result of all this work was summarized by Reiss et al. in a few sentences:  

 
“We can say with confidence that, on the basis of the data we collected, 

the following family characteristics do not reflect nongenetic, nonshared 

influences on the adolescent: differential marital conflict about the ado-

lescent versus the sib, differential parenting toward siblings, and 

asymmetrical relationships the sibs construct with each other. . . . Given 

that our very large twelve-year study was designed to identify nonge-
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netic, nonshared factors, this dearth of findings is not only disappointing 

but galvanizing.” (Reiss et al., 2000, pp. 406-407) 
 
Reiss and colleagues found differences between the siblings, and found differences 

in the way their parents behaved toward them. The reason that their data did not ac-
count for the effects of the NSE was that the differential behavior by parents appeared 
to be a response to, rather than the cause of, the personality differences between the 
siblings. The parents were responding to genetic differences between their children. In 
other words, what Reiss et al. found was a gene-environment correlation, which we 
will now explain. 

 

GENE-ENVIRONMENT CORRELATIONS AND 

INTERACTIONS 

Until now we have been talking about the independent or main effects of genes and 
environment. But these factors do not always act independently: for example, 
measures of the environment, such as how a parent behaves to a child or what kind of 
home the parent provides, may be affected in various ways by genetic factors. We've 
just mentioned one example of this: the parent's behavior is, in part, a reaction to the 
genetic characteristics of the child.  

 
Three kinds of gene-environment correlations 
A gene-environment r(G,E) correlation is found when differences in people's geno-
types produce differences in their environments. Because of their genetic 
characteristics (or the genetic characteristics of their parents, which they may inherit), 
children experience different environments. Because of their genetic characteristics, 
children choose different environments for themselves. There are three kinds of 
r(G,E)correlations. 

Passive r(G,E)correlations. One reason why genes are correlated with the rearing 
environment is that parents provide both to their children: genes and environment. 
Since parents and their biological children share genes, and since the parents' genes 
have an influence on the kind of environment they provide, the home environment that 
children experience is likely to be somewhat concordant with their genetic propensi-
ties. For example, parents who love to read are likely to provide their children with a 
home full of books. Their children are likely to become adults who love to read – a 
finding that traditional developmentalists generally attribute to the book-filled envi-



Chapter 1 

 24 

ronment provided by the parents. But if we controlled for genes using behavioral ge-
netic methods, we would find that the love of reading is mostly or completely 
explained by genetic factors: the children inherited their love of reading from their 
book-loving parents. 

It is important to remember that a parent's child-rearing style is influenced by the 
parent's personality (Losoya, Callor, Rowe, & Golsmith, 1997); for example, parents 
with warm, outgoing personalities tend to give their children more affection. Since the 
parent's personality is in part a function of genes, and since each parent passes on 50% 
of his or her genes to each offspring, we would expect to find correlations between the 
parents' child-rearing styles and the children's personalities. Interestingly, Losoya et al. 
(1997) found that when adopted children grow up and have children of their own, they 
show no signs of SE effects on their own child-rearing styles. Two adoptees reared in 
the same home are as unalike in their child-rearing styles as two adoptees picked at 
random. 

Reactive (also called evocative) r(G,E)correlations. Another explanation of the 
book-loving children is possible: perhaps their parents provide them with lots of books 
because that is what the children want and ask for. The way parents (and other people) 
act toward a given child is in part a function of the child's genetic characteristics. Peo-
ple are more affectionate with an agreeable child than with one who is irritable or 
obstinate. They are likely to use harsher disciplinary techniques with a very active or 
defiant child. The associations that Reiss et al. (2000) found between differential par-
enting and genetic differences between siblings were reactive r(G,E) correlations.  

Active r(G,E)correlations. As children get older, they become more able to select 
and modify their environments according to their genetic predispositions and their 
genetically influenced abilities and interests. The kid who likes reading will frequent 
libraries and bookstores, will gravitate toward a peer group with an academic orienta-
tion, and will seek out a mate who also enjoys reading.  

 
Can r(G,E)correlations account for the unexplained variance? 
Some psychologists have tried to use r(G,E) correlations to account for the lack of 
effects of shared environment and to explain why virtually all of the nongenetic vari-
ance is of the non-shared sort. The idea is that “people make their own environments” 
and that the environments they make cause them to “grow up to be individually differ-
ent” (Scarr, 1992, pp. 1-2). Both statements are true but unfortunately they do not 
explain the NSE variation in personality. People make their own environments be-
cause they are genetically different; it is their genotypes that cause them to choose 
certain environments (e.g., studious friends) and that cause people to react to them in 
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certain ways (e.g., by buying them books or taking them to museums). To the extent 
that an individual's non-shared environment is correlated with his or her genes, the 
effects of that environment will contribute to genetic variance (Purcell, 2002). That is 
why Harris (1998, p. 30) calls r(G,E) correlations “indirect genetic effects.” They are 
the effects of the effects of the genes. 

The standard methods of behavioral genetics cannot separate the effects of r(G,E) 
correlations from the genetic portion of the variance. Researchers are currently work-
ing on new methods to do so – for example, by looking for new ways to measure the 
environment (Purcell, 2002). Eventually, though, the solution to the problem will 
come from the study of the genes themselves. Once researchers have discovered the 
effects of various genes or combinations of genes, they will be able to calculate “pure” 
genetic effects and thus separate the direct effects of the genes from the indirect effects. 

 
GxE Interactions 
Currently, many developmentalists are pinning their hopes on GxE interactions. They 
are hoping that these interactions will solve the problem of the unexplained NSE vari-
ance in a way that will preserve the importance of the family environment, in which 
they strongly believe. These hopes are based on the fact that GxE interactions, unlike 
GxE correlations, do contribute to the nonshared nongenetic variance. However, inter-
actions between genes and the rearing environment contribute to the genetic variance, 
i.e. when the effect of the shared environment depends on the genotype of the child.  

A GxE interaction occurs when individuals with different genotypes react differ-
ently to a given environmental condition or experience. Thus, if parents use a harsh, 
authoritarian method of child-rearing, their children may react in different ways. A 
timid child might be afraid of punishment and become passive and obedient, whereas 
a bolder one might be motivated to rebel. 

 
Can GxE interactions account for the unexplained variance? 
There is no question that GxE interactions occur. But there are three problems with 
trying to use them to explain the NSE variance. The first is that none of the GxE 
interactions that have been found and replicated are of the sort in which a child 
with one genotype reacts one way and a child with a different genotype reacts in a 
completely different way. The replicable GxE interactions that have been reported 
are all of the kind in which children with a particular genotype are more sensitive 
to a particular environmental condition. The children with a different genotype 
either don't react at all or show a milder reaction (Caspi et al., 2002; McGue, 
2002).  
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The second problem with using GxE interactions to account for NSE effects is that 
they cannot explain the differences between MZ twins. MZ twins have the same geno-
type; thus, they should react in the same way to a given environmental condition. If 
they don't react in the same way, it cannot be because of a GxE interaction. A GxE 
interaction requires that there be a difference in genes; thus, another explanation is 
required to account for the differences between MZ twins. The study by Reiss et al. 
(2000) showed that the nongenetic differences in personality and adjustment between 
MZ twins are about as large as those between other sibling pairs; the researchers found 
no important differences in SE or NSE across the six different kinds of sibling pairs in 
their study. This implies that whatever nongenetic influences make DZ twins, ordinary 
siblings, and step-siblings differ from each other also make MZ twins differ from each 
other. And, as we noted, GxE interactions can not account for the nongenetic differ-
ences between MZ twins. 

GxE interactions are difficult to study. When found, they tend to be small 
(McGue, 2002). The interactions that turn up in one study often fail to be replicated in 
the next study.  

One reason the effects are so small and unreliable is that until recently researchers 
have had no way to directly measure an individual's genotype. A recent study pub-
lished in the journal Science (Caspi et al., 2003) offers hope that the identification of 
specific genes might aid in the search for GxE interactions. The researchers compared 
adults (age 26) with short and long alleles for the 5-HTT gene, which, as we previ-
ously mentioned, regulates the serotonin system. The researchers also asked the 
subjects about stressful life events, relating to jobs, relationships, health, and so on, 
that had occurred in the past five years. The results showed that people with the short 
5-HTT allele were significantly more likely to develop a serious depression in re-
sponse to stressful life events. In the absence of stressful life events, these people were 
hardly distinguishable from those with the long allele, but their genetic vulnerability 
showed up when their lives became stressful. There was a statistical interaction be-
tween alleles, life events, and depression; subjects with long alleles were less likely to 
get depressed if they experienced stressful events.  

An important point, often overlooked, is that the tendency to have stressful life 
events has itself been shown to have significant heritability (Plomin & Bergeman, 
1991). Some people evidently have a genetic predisposition for getting themselves 
involved in potentially stressful situations. This means that a statistical interaction 
between the 5-HTT genotype, stressful life events, and depression could be a GxG 
interaction (an interaction between the 5-HTT gene and other, unknown genes), rather 
than a true GxE interaction. However, Caspi et al. (2003) ruled out that possibility by 
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showing that the environmental variable (stressful life events) correlated with depres-
sion in subjects with the short allele only if the stressful life events came first, before 
the depression. Having stressful life events between the ages of 21 and 26 was not 
related to depression before the age of 21. If it were a GxG interaction, having the 
short allele plus stressful life events should be related to depression at any age. 

The heritability of the tendency to have stressful life events shows how difficult it 
is to find “pure” measures of environment. Genes influence virtually all of the choices 
people make in life and the outcomes of these choices: whether they get married and 
whether their marriages are successful, what career they pick and how well they do in 
it, whether they are prone to having accidents, and so on. This means that some of the 
variation in the environments that parents provide to their children can be attributed to 
the parents' genes (passive GxE correlations) or to the genes of the children them-
selves (reactive GxE correlations).  

 

 

SOURCES OF STABILITY AND CHANGE 

The word personality refers to aspects of behavior that are relatively stable over 
time and across situations or contexts – relatively stable, not perfectly stable. To 
some extent, behavior is the product of an individual's stable tendencies; to some 
extent it is a product of the specific context. Thus, there is always a mixture of 
change and stability. But even for the portion of behavior that is due to stable per-
sonality, there are changes during development. The stability that does occur is of 
two kinds, differential and absolute  

Differential continuity refers to the consistency of differences between indi-
viduals in a given trait. For example, although an introverted person may behave 
in a more extraverted way at a party, an extravert will behave in an even more 
extraverted way, and thus the differences between them will be maintained. Evi-
dence from longitudinal studies shows high levels of differential continuity across 
the life span (Caspi & Roberts, 2001). 

Absolute continuity is related to the stability or change in the mean scores, av-
eraged across many individuals of the same age. It is a function of the way people 
change as they get older. Evidence suggests that there are small changes in the 
mean levels of some personality traits with age: extraversion and agreeableness 
tend to increase, while neuroticism tends to decrease. These changes are about 
equally experienced by everybody (Caspi et al., 2001).  
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Since behavioral genetics is more concerned with variation between individuals 
than within individuals, its main object of study is the differential kind of continu-
ity.  

 

 
Stability and change across the life span 
The standard way to study the differential stability of personality is to measure a 
sample of subjects at two points in time and calculate the correlation between the 
two scores of each individual. This correlation is called the stability coefficient 
(also known as test-retest reliability). A review (Roberts & DelVecchio, 2000) 
showed that stability coefficients increase with age and decrease as the interval 
between the two measurements grows longer. This can be interpreted as showing 
that, as we grow older, our behavior becomes more a function of our stable per-
sonality and less influenced by our immediate context. The stability coefficient 
keeps increasing until middle age. It is around .30 in childhood, .65 in early adult-
hood, and .75 at age 50.  

Few longitudinal studies have attempted to disentangle the genetic and envi-
ronmental sources of stability and change in personality. We will summarize the 
available evidence. 

Child and adolescent samples. The study by Reiss et al. (2000), with an ado-
lescent sample, found that genetic factors were the strongest mediators of stability, 
accounting, on average, for 58% of the stable variance in measures of adolescents 
competence (e.g.. sociability, autonomy, self worth). Shared and non-shared envi-
ronment accounted for a negligible part of stability (SE, 15%; NSE, 9%). On the 
other hand, the NSE was important in explaining developmental changes, explain-
ing an average of 35% of the change, whereas genes explained 37% of the 
variance in developmental changes. This means that a significant part of the 
changes that occur during development are foreordained by the genes.  

Adult samples. Early studies with various personality scales, and a more recent 
study with the Multidimensional Personality Questionnaire (McGue, Bacon, & 
Lykken, 1993) show the same pattern: over 80% of the stable component of per-
sonality is explained by genetic factors, and over 70% of the personality change is 
attributable to the NSE. The heritability of change is much smaller but is also sig-
nificant. The SE does not account for either stability or change. Thus, it appears 
that genetic propensities are largely responsible for the stable personality differ-
ences among people. The environment, while accounting for a great part of 
variability, mainly has only temporary effects on behavior and personality.  
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Mechanisms of genetic and environmental stability and change 
The mechanisms producing stability and change have so far been anonymous. Can we 
draw any conclusions about them, or at least make any guesses? 

Genetic mechanisms. According to Reiss et al. (2000), genetic effects on stability 
might act in three ways. First, the biological effects of some genes could continue to 
act during the entire life span. Second, some genes could influence the early develop-
ment of neurobiological systems in the brain, which thereafter remain stable. Third, 
the effects of genes could be perpetrated and reinforced through GxE correlations. 
With regard to developmental changes, genes could be responsible in at least two 
ways. First, cellular mechanisms might produce changes in the gene’s expression due 
to natural developmental processes – genes turn on and off during development – or to 
changes in the environment. Second, GxE interactions might occur, causing genes to 
be expressed in some environments (e.g., the home environment of early childhood) 
but not in others. 

Environmental mechanisms. The NSE seems to produce changes through some 
environmental influences that are differently experienced by siblings and that have a 
strong impact for a period of time but then fade and disappear. These experiences may 
be part of daily life (e.g., school, work, or leisure activities) or come from life events 
differently perceived by siblings (e.g., the loss of a parent through divorce or death).  

These findings on stability and change in personality should lead to a reconsidera-
tion of methods used to explore the environment. Not only does the method need to 
control for genetic effects, but more longitudinal studies are needed, given that the 
major effects of the environment are responsible for changes rather than long-term 
stability in personality. 

 

 

ENVIRONMENT AND PERSONALITY: CURRENT 

EXPLANATIONS AND FUTURE DIRECTIONS 

What do we know at present? We know that the environment accounts for 50% of the 
variation in personality at a given point in time, but this result applies mostly to the 
big 3 or the big 5 personality traits, say neuroticism, extroversion, psychoticism, 
agreeableness, openness and conscientiousness. We know that the environment that 
matters is the one not shared by siblings growing up in the same family. We know that 
environmental forces outside the home are more likely to account for part of that vari-



Chapter 1 

 30 

ance. And we know that the influential forces of the environment will change over 
time, because the evidence indicates that the NSE mainly accounts for change.  

What do we not yet know? We still have no clear idea of the specific character-
istics of the environment that produce differences in personality, or of the causal 
mechanisms leading to those differences. We do not know if the general results 
apply to other personality traits that have received less attention from psycholo-
gists, but that have been found to be related with socially relevant factors like 
health or delinquency, e.g., sensation seeking, anger, aggressive behavior or hostil-
ity.  

What do we think? The present state of the art has produced diverse reactions. 
Authors such as Turkheimer and Waldron (2000) argue that the effects of the envi-
ronment could be all interaction and little main effect, and that we do not have the 
statistical power or appropriate methodologies to detect these interactions. Along 
the same lines, Roberts and Caspi (2002) have argued that the effects of a single 
environmental factor is too small to lead to significant differences in a single point 
in time and that the environment acts continuously in a cumulative manner.  

Other authors believe that the explanation of the NSE may be randomness – envi-
ronmental or biological or both. Environmentally oriented writers (e.g., Reiss et al, 
2000) state that environmental factors act randomly and it is unlikely that we will ever 
find consistent effects on psychological traits. Biologically oriented authors (Mole-
naar, Boomsma, & Dolan, 1993) believe that the NSE may not really be 
environmental at all, but rather the result of random and chaotic processes involved in 
the early development of the nervous system.  

Still other writers (McGue et al., 1993; Scarr, 1992) argue that differences in envi-
ronments do not have long-lasting effects on personality as long as they are within the 
normal range – the kinds of environment typically provided by members of our spe-
cies to their infants and children – but that extreme circumstances, outside the normal 
range, might have noticeable effects.  

Finally, Judith Harris (1995, 1998) proposes an integrative “Group Socialization 
Theory” in which the main environmental agent is the peer group, which shapes person-
ality differences through a process of within-group differentiation. The backbone of her 
proposal is that learning is context-specific; thus, a change of group or context may lead 
to a change in personality, depending on the norms of the new group, the way the indi-
vidual is characterized by the new group, or the social demands of the new context.  

These proposals are responses to overwhelming evidence pointing to the need of a 
change in our concept of environment. None of them have been proved but they all 
give clues that may point us toward the true answer or answers.  



Genes, Environment & Personality 

 31 

FUTURE RESEARCH ON THE ENVIRONMENT 

Future research on the environment will have to take into account all available evi-
dence and be meticulous in the design and methods applied. Here are some suggested 
guidelines for those future designs:  

- It is mandatory to use designs that control for genetic effects in order to 
correctly study environmental effects. We cannot tell what the environment 
does to the child without taking into account what the child brings to the envi-
ronment. 

- The environmental forces we are looking for are, in general, not shared by 
siblings in the same family. 

- Better measures of the environment should be developed, and the individual 
should be considered as an active participant. 

- More longitudinal studies should be conducted, because such studies may 
have a better chance of detecting the mechanisms that underlie NSE effects. 

- We should be cautious about generalizing results from studies done on spe-
cific developmental periods. Effects found in children often vanish by 
adulthood. Adolescence seems to be a special period of life when results may 
differ from other periods. More studies should be conducted with adult sam-
ples or with different generations of the same family (e.g. twins and their 
parents or children).  

- Outside-the-family variables appear to be more promising than the family 
ones. Only 8 out of the 43 studies analyzed by Turkheimer and Waldron 
(2000) included such variables. We should move our research interests out of 
the family. 

- Reports from parents do not always agree with reports from children or from 
observers outside the family. We should explore these differences and be care-
ful about pooling reports.  

  
There are two aspects of research on which up-to-date developmentalists and behav-
ioral geneticists are now in agreement: both acknowledge that children are active 
participants in shaping their own environments, and both recognize the necessity to 
develop new measures of environment. In addition to objective measures of the envi-
ronment, there is now more interest in the subjective environment: the possibility that 
a given environment may be perceived differently by different individuals. Though a 
variable under study may appear to be shared, it may be experienced differently by 
each member of the family.  
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There is much that we already know about the environment, but much more that 
we do not yet know.  

 

OUTLINE OF THE THESIS 

The present thesis represents a contribution to the identification of the basic di-
mensions of personality from a psychobiological perspective (Eysenck, 1992a; 
Zuckerman, 1992). To this end, we made use of the personality data from the on-
going longitudinal study of the Netherlands Twin Register (Boomsma et al., 2002). 
Data from close to twenty thousand individuals from twin families have been col-
lected in six survey studies over twelve years from 1991 to 2002. The sample size, 
the composition, and the longitudinal character of these data make of them an in-
valuable resource for the study the structure of personality and its sources of 
variance. Chapter 2 contains a simulation study that gauges the degree of bias pro-
duced by the dependency of family data on the estimates of standard errors and 
chi-squared, when they are treated as independent observations in a phenotypic 
model. In addition chapter 2 assesses the efficiency of an estimator, which corrects 
for dependency. This estimator is applied in subsequent chapters. In Chapter 3, 
following an overview of the leading psychobiological theories of personality (the 
theories of Eysenck, Gray, Cloninger and Zukerman) contains an empirical study 
of the structure of personality. The aim of this study is to shed light on the compo-
sition and characteristics of the third factor (or factors) beyond Extroversion and 
Neuroticism, by making use of a longitudinal design to control for inter and intra-
individual differences in personality due to age. The remainder of this thesis 
addresses the genetics of three components of this third factor, namely Type A 
Behavior, Anger, and Aggression. These studies provide the beginning of the 
study of the characteristics of this third factor as a possible basic dimension of 
personality.  In chapter 4 the genetic and environmental influences of Type A Be-
havior are studied using an extended twin design (twins and their parents) in an 
attempt to identify the presence of non-additive genetic effects and sibling interac-
tion effects. Chapter 5 addresses the same issues with respect to the trait anger, by 
incorporating a repeated measures design that increased the power to detect replic-
able effects. Finally, in chapter 6, we used the analysis of individual growth curves 
to study individual changes in aggression as well as the genetics of aggression at 
age 18, in a sample of twins from 11 to 40 years old who participated in four sur-
vey studies between 1991 and 2000. The last chapter offers a general discussion of 
the findings and future directions.    



 

 

 
Chapter 2 
 
PHENOTYPIC FACTOR ANALYSIS OF FAMILY 

DATA: CORRECTION OF THE BIAS DUE TO 

DEPENDENCY 
 

Irene Rebollo, Marleen H.M. de Moor, Conor V. Dolan & Dorret I. 
Boomsma 
This Chapter is based on: Rebollo, I., de Moor, M.H., Dolan, C.V. & Boomsma, D.I. (In Press). Pheno-
typic factor analysis of family data: correction of the bias due to dependency. Twin Research and Human 
Genetics. 
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Twin registries form an exceptionally rich source of information, which is largely 
unexploited for phenotypic analyses. One obstacle to straightforward phenotypic sta-
tistical analysis is the inherent dependency, which is due to the clustering of cases 
within families. The present simulation study gauges the degree of the bias produced 
by the dependency of family data on the estimates of standard errors and chi-squared, 
when they are treated as independent observations in a phenotypic model, and assess 
the efficiency of an estimator, which corrects for dependency.  

 When family-clustered data are used for phenotypic analysis, in treating 
individuals as independent, and using standard Maximum Likelihood estimation, 
there is a tendency for the chi-square statistic to be overestimated and the standard 
errors of the parameters to be underestimated. The bias increases with family resem-
blance, due to heritability or shared environment. The source of family 
resemblance –either heritability (h2) and/or shared environment (c2)- interacts with 
the composition of the sample. In the absence of c2, samples with twins, parents 
and spouses show the lowest bias, whereas in the presence of c2 samples with only 
twins show the lowest bias. In all conditions the bias remained below 15%. The 
use of the ‘complex option’ available in Mplus (clustering corrected Robust 
Maximum Likelihood estimation) reduces the bias to the levels observed when 
only independent cases are considered. Thus with the use of robust estimates the 
bias due to family dependency becomes practically negligible in all conditions of 
dependency.   

 In conclusion, the present study shows that the bias due to dependency in 
family data does not form a serious obstacle to phenotypic data analysis. 

 

INTRODUCTION 

Twin registries form an exceptionally rich source of information due to a unique 
combination of characteristics. First, they generally comprise many thousands of 
cases. Second, the variety of measured phenotypes is large, including many psy-
chological, biological, and clinical traits as well as important sociological and 
demographical information. In addition, increasingly, next of kin of twins are in-
cluded (i.e., parents, siblings, spouses, children of the twins, etc.). This allows for 
the study of cohort effects, cultural transmission, and rater bias, and also increases 
the generalizability of the results to the general population. Finally, a very useful 
aspect of registries is that they often include longitudinal data. As Busjahn stated: 
“The virtue of a twin register is not so much determined by the existing database 
of measures but by the ability to get back to the twins to add phenotypes in a hypothe-
sis-driven manner” (Busjahn, 2002, p.vi). At present twin registries have been 
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established in several countries around the world (see Boomsma, 1998; Martin, 
2002), and more often than not these registries include similar or even identical 
phenotypic measures, which facilitates replication, and allows for cross-cultural 
comparisons. 

 Twin registries were established primarily to advance the study of genetic and 
environmental contributions to phenotypic individual differences. However, given 
the amount of information and the sample sizes, they form a rich, yet largely un-
exploited, source of information for phenotypic analyses (i.e., not addressing 
genetic or environmental sources of variance). One obstacle to straightforward 
phenotypic statistical analysis is the inherent dependency, which is due to the clus-
tering of cases within families. It is generally known that simply treating 
dependent data as independent in phenotypic analyses results in bias in standard 
errors and other test (e.g., goodness of fit) statistics (Laplante & Hebert, 2001).  

Published articles in which family data serve purely phenotypic analyses are 
scarce (Brown et al., 2002; Kirk, Hickie, & Martin, 1999), whereas it is quite 
common to apply some kind of phenotypic factor analysis (i.e. exploratory factor 
analysis, principal components analysis, or confirmatory factor analysis) to the 
measures studied, prior to the intended genetic modeling (Edwards, Austin, Newman, 
Mayer, & Selby, 1994; Eley et al., 2003; Jonnal, Gardner, Prescott, & Kendler, 
2000; Tozzi et al., 2004; Wade, Wilkinson, & Ben Tovim, 2003). When con-
fronted with the problem of non-independence of the data, the researchers usually 
either ignore it, adopt complicated (yet still approximate) methods for accommo-
dating dependency (van der Sluis et al., 2005), or opt for splitting the sample and 
analyzing data of independent individuals only. In most cases, splitting the sample 
may amount to discarding as much as half of the data.  This is clearly a drawback, 
which is exacerbated when data on multiple family members is available, since not 
only the size of the sample is reduced, but also the representativeness of the sam-
ple may be diminished.  

The aim of the present simulation study is to gauge the degree of the bias pro-
duced by the dependency of family data on parameters, standard errors and chi-
square estimates, when they are treated as independent observations in a pheno-
typic model, and to assess the efficiency of an estimator, which corrects for 
dependency. The study was designed to be representative of large and small twin 
registers, with and without extended family data. We consider a common factor 
model, with two correlated latent factors; such a model is often employed in pre-
liminary data reduction to investigate the structure of the measures under study, 
and the relationship between latent constructs. We consider the effects of heritability, 
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shared environment, family size, and estimation method on the accuracy of the 
parameter estimates (factor loadings, residual variances, and variance-covariance 
structure of the latent factors), their standard errors, and the chi-square (likelihood 
ratio) goodness of fit test. We hypothesized that 1) larger family resemblance due 
to heritability or shared environment will produce a decrease in the accuracy of the 
estimates of SE (standard errors) and chi-square; 2) when family resemblance is 
exclusively due to heritability, including other members of the family besides the 
twins, like parents or spouses, will decrease the similarity among the members of 
each cluster, and thus reduce the dependency and subsequent bias in the estimates 
of SE and Chi-square; and 3) the use of Normal Theory Maximum Likelihood es-
timation (Azzelini, 1996; Bollen, 1989) will lead to less accurate estimates than 
Robust Maximum Likelihood estimation corrected for clustering (Muthén & 
Satorra, 1995). 

 

METHOD 

The procedure that we followed consists of two steps: (1) Simulation of family 
(clustered) data using a common pathway model; and (2) Phenotypic analysis of 
the simulated data, fitting a phenotypic factor model with two correlated latent 
factors.  

 
Simulation of family data 
A common pathway model (Neale et al., 1992) with two common factors was used 
to generate family (clustered) data. Figure 2.1 shows the path diagram of the simu-
lated model, for a family of DZ (dizygotic) twins, their parents and spouses.  

In the simulated model, the covariance between six observed variables (V1-
V6) is explained by two phenotypic correlated latent factors (F1-F2). The first three 
variables are indicators of the first factor, and the last three variables are indicators 
of the second factor.   The values of the factor loadings and residual variances 
were chosen in order to have reasonable and varying signal-noise ratios: the per-
centage of variance explained by the latent factors was 83% for V1 and V4, 60% 
for V2 and V5 and 40% for V3 and V6. The same measurement model was gener-
ated for all family members: Twin 1 (T1), Twin 2 (T2), Father (F), Mother (M), 
and spouses of the twins (S1 and S2).  
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In the first set of simulations familial clustering of the data was explained by an addi-
tive genetic component (A1 for F1 and A2 for F2). The variance of each latent factor 
was additionally explained by a unique environmental component (E1 for F1 and E2 for 
F2). A genetic correlation of 0.5 between the two additive genetic components of the 
two phenotypic factors was modeled, assuming that both latent factors are correlated 
due to common genetic variance. Parents and offspring share 50% of the additive ge-
netic variance, as do DZ twins on average (Falconer, 1989). MZ (monozygotic) twins 
share the totality of the genetic variance, and thus the MZ model contains an addi-
tional correlation of 0.5 between the genetic factors of the twins A1T1↔A1T2 and 
A2T1↔A2T2 (not depicted in the figure), which, added to the 0.5 shared through the 
parents, makes the expected additive genetic correlation of 1. 

In a second set of simulations, a general shared environmental factor ‘C’ was 
added to the variance components A and E. This factor was meant to represent envi-
ronmental conditions such as socio-economic status, or diet that might increase family 
resemblance across parents and their offspring, and between spouses. The general 
latent factor C had loadings on all the phenotypic factors F1 and F2 in all the family 
members.   

The means of the observed variables (intercepts) as well as the means of the latent 
factors were fixed to zero in the simulated model. The observed variables and latent 
factors were multivariate normally distributed. 

 The simulated model includes a number of features that affect the dependency 
generated among family members. These features were chosen so as to resemble the 
empirical results found for most psychological variables studied in adult samples. 
Specifically, in the first set of simulations family resemblance is due to genetic fac-
tors, and effects of shared environment are absent. Under these conditions parents and 
twins, and the twins pairs themselves form dependent cases, whereas the spouses are 
mutually independent. These conditions apply to personality variables measured in 
adult samples (Bouchard et al., 2003). In the second set of simulations, the possible 
effects of shared environment and assortative mating were added to the model through 
a general shared environmental factor. Under this condition all family members, in-
cluding the spouses, form dependent cases. The results of this condition apply to 
cognitive abilities (Bouchard et al., 2003), and to social attitudes (Eaves et al., 1999).  

Two factors were varied in the simulation study: (1) The degree of family resem-
blance through the heritability of the latent factors, and the inclusion of the C factor, 
and (2) family size and composition. (1) In the first set of simulations three levels of 
heritability were chosen: A40-A40 (0.40 for both F1 and F2), A60-A40 (0.60 for F1 
and 0.40 for F2) and A60-A60 (0.60 for F1 and F2). In the second set of simulations 
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heritability was chosen to equal 0.35 for both factors, and the amount of variance ex-
plained by the C factor was 0.25 for both factors (A35-C25). In this second set of 
simulations the degree of resemblance between twins was equivalent to that of the 
A60-A60 condition, with the difference that part of it is due to shared environment, 
which also produces resemblance across the other family members. (2) Three levels of 
family size (FS) were chosen:  FS = 6 (twins, parents and spouses of the twins), FS = 
4 (twins and parents), and FS = 2 (twins).  

For the first set of simulations sample size was also varied to represent typical 
sample sizes of large and small twin registries (Martin, 2002).  Simulations that repre-
sented large twin registries had a sample size of 2000 families (1000 MZ, 1000 DZ), 
and included 9 conditions (3 conditions of heritability X 3 conditions of FS). Simula-
tions that represented small twin registries had a sample size of 500 families (250 MZ, 
250 DZ), and included the 3 levels of heritability -family size was not varied as small 
twin registries often do not include other family members-.  

First, we carried out 1000 replications for each heritability condition with FS = 6 
and sample size = 2000. We created conditions FS = 4 and FS = 2 by selecting a sub-
set of the generated sample, as would be done with a real data set. Secondly, we 
carried out 1000 replications for each heritability condition with FS = 2 and sample 
size = 500. Finally, we carried out 1000 replications for the A35-C25 condition with 
FS = 6 and sample size = 2000. We created the conditions FS = 4 and/ FS = 2 by se-
lecting a subset of the generated sample. We created missing data in percentages 
similar to those observed in the adult sample of the Netherlands Twin Registry (NTR) 
as a function of family membership:  5% for twins, 35% for parents, and 60% for 
spouses.  

The datasets were generated2 using a Monte Carlo procedure in Mplus Version 
3.13 (Muthén & Muthén, 2005). The same model used to generate the data was fitted 
to the 1000 data sets using the internal Monte Carlo procedure in Mplus to ensure that 
the parameter values were correctly recovered. Replications that did not converge or 
gave inadmissible parameter estimates were excluded from further analyses.  

 

Phenotypic analysis of family data: analysis of bias 
First, the generated data sets were re-structured so that each member of the family was 
treated as an independent case, while retaining information about family membership. 
Thus, the new data sets contained six observed variables (V1-V6), and a cluster vari-
able (family identification number). The sample size for each condition is equal to the 

                                                      
2 The Mplus scripts used to generate and analyze the data are available upon request to the 

first author.  
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number of families times the family size (e.g., number of families = 2000 and FS = 6 
gave rise to a new sample size of 12000).  

Subsequently, we analyzed these newly created datasets in Mplus using the Monte 
Carlo procedure. A phenotypic factor model with two correlated latent factors was 
fitted using two types of estimation. The first was Normal Theory Maximum Likeli-
hood (ML) estimation, which assumes that the data are normally, identically, and 
independently distributed. The second type of estimation used was Robust Maximum 
Likelihood (MLR) in combination with the “Complex” option in Mplus, which takes 
into account clustering of the data. The parameter estimates are ML estimates, 
whereas the standard errors are corrected for the dependency in the data. The correc-
tion is made by using a weight matrix that involves fourth-order moments and 
contains cluster information. The chi-square statistic is scale-corrected. The scale is a 
function of the same weight matrix and the degrees of freedom of the model (For fur-
ther details about the correction, see Muthén & Satorra, 1995) (For further details 
about the correlations, see Muthén et al., 1995). The family was used as the cluster 
unit for the correction.  

Figure 2.2.  

Phenotypic two correlated latent factor model: the diagram contains the true population values based on 
the simulation model. The three correlations between the latent factors correspond respectively to the 
conditions A40-A40, A60-A40, A60-A60 and A35-C25.  

 
 
We compared the bias produced in the parameter estimates, standard errors, and chi-
square statistic by the dependence of family data across heritability and FS conditions, 
and across the two types of estimation methods. For the first set of simulations, we 
expected the largest bias for the condition A60-A60 and FS = 2, and the smallest bias 
for the condition A40-A40 and FS = 6. For the second set of simulations, for condition 
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A35-C25, we expected the bias for FS=2 to be equivalent to that of the condition A60-
A60. However, we expected the bias for FS=4 or 6 to be larger than in the first set of 
simulations, due to the family resemblance produced by the general C. Given that the 
assumptions of the ML estimation are not met, we expected that it would provide 
biased estimates of SE and Chi-square statistic. We expected the MLR estimation with 
correction for clustering to reduce the bias in all conditions.  

The percentage relative bias was used to evaluate the accuracy of the chi-square 
statistic, parameter estimates, and standard errors. The percentage relative bias is 

computed as 
100*)ˆ(

⎟
⎠

⎞
⎜
⎝

⎛ −
θ

θθ
, where θ̂  is the mean estimated value of chi-square, pa-

rameter estimates and standard errors across replications and θ  is the true population 
value. Figure 2.2 shows the fitted model including the true parameter values (factor 
loadings, residual variances, and variance-covariance of the latent factors) as chosen in 
the simulation study.  The latent factors were scaled by fixing the first factor loading 
to 1, and the variances of the latent factors were freely estimated. The means of the 
observed variables were zero in the model. The expected value of the chi-square statis-
tic equals the number of degrees of freedom (DF) asymptotically. The DF of the 
model equal 14, i.e., 27 (observed statistics) - 13 (estimated parameters). To assess the 
effects of the standard errors, we compare the means of the standard error over replica-
tions with the standard deviations of the parameter estimates over replications. The 
mean standard deviation provides the criterion in assessing the accuracy of the stan-
dard errors, because given that the assumptions of the ML estimation are satisfied, the 
latter should equal the former asymptotically.  

We considered both the mean chi-square, and the distribution of the chi-square by 
comparing the proportion of replications for which the critical values are exceeded 
with the expected proportions (0.05 and 0.01) under a chi-square distribution, when 
fitting the correct model.  

Finally, we fitted the phenotypic factor model to the data of a single member of 
the family (twin 1).  This enables the comparison of the results for data with different 
degrees of dependency with the results for data that are independent.  

 

RESULTS 

The Monte Carlo procedure in Mplus (which both simulates and analyzes the data) 
showed that the true parameter values were correctly recovered in more than 95% of 
the replications in all simulation conditions. For the replications with sample size 
equal to 2000, 4.5% of the replications of the 40-40 heritability condition, 3.7% of the 
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60-40 condition, 4.1% of the 60-60 condition, and 2.3% of the A35-C25 condition 
were excluded from further analyses, because of non-convergence or inadmissible 
estimates. For replications with family size equal to 500 all replications converged 
and gave acceptable parameter estimates.  

 Table 2.1 shows the relative bias in the estimation of the chi-squared statistic. 
The analyses of dependent family data as independent using ML result in an over-
estimation of the chi-square statistic. In addition, the probability of the true model 
being rejected (error type I) tends to be larger than expected under a central chi-
squared distribution. For the first set of simulations, the bias increases with higher 
heritability, and it tends to be larger when twins and parents are analyzed. For the 
second set of simulations, with a general C component, the size of the bias in the 
chi-square for FS=2 was equivalent to that of the A60-A60 condition. However, 
the pattern of results for FS was inverted, so that the amount of bias increased with 
the inclusion of parents and spouses in the sample. However, it should be noted 
that overall the bias in the chi-squared statistic is quite small, ranging from 2%-
11% across all conditions. The same pattern of results is shown for sample sizes 
2000 and 500, although the overestimation of the chi-square for FS = 2 appears to 
be larger for the smaller sample size. This result does not seem to be a conse-
quence of the sample size, but probably a random product of the simulation 
process. This can be inferred from the observation of the relative bias when only 
twin 1 was analyzed (FS=1). For all heritability conditions, for N = 500 and FS = 1 
the relative bias was slightly positive, whereas for N = 2000 and FS = 1 the rela-
tive bias was negative.  The difference in relative bias between conditions FS = 2 
and FS = 1 is equivalent for N=2000 and N=500 (4.1/4.1, 4.9/5.2, 6.1/6.3 for the 
three heritability conditions respectively).  

When the clustered data are analyzed using the complex estimation in Mplus, 
the bias due to dependency is corrected for all conditions, and the estimates of the 
chi-square return to the levels obtained under independent sampling (see FS=1 in 
table 2.1), and the distribution of the chi-square, in terms of nominal and observed 
error rates, is well approximated. 

Table 2.2 shows the percentage of relative bias of the parameter estimates. In 
all, 13 parameters were freely estimated in the factor model (6 residual variances, 
4 factor loadings, 2 latent factor variances and one correlation). The tables show 
the mean bias across all parameter estimates in relative and absolute values. The 
parameter estimates were perfectly recovered across all conditions, with percent-
ages of absolute bias always below 1%.  
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 Table 2.3 shows the percentage of relative bias on the standard errors (SE) averaged 
across all parameter estimates. When the family data are analyzed using ML the SE of 
the parameter estimates tend to be underestimated, judging by the mean relative 
values. For the first set of simulations, the bias is larger when the heritability is 
greater, and when only twins are analyzed, compared to conditions where parents and 
spouses are included. For the second set of simulations, the pattern is again inverted so 
that the bias is lowest when only twins are analyzed. The size of the bias for the A35-
C25 condition for FS=2 is similar to that for the A60-A60 condition, whereas the size 
of the bias gets larger for FS=4 or 6. However, again the bias is quite small: in no con-
dition does the average exceed 15%, or the maximum exceed 20%. The bias fluctuates 
across parameter estimates, as it can be appreciated in the difference between the rela-
tive and the absolute value of the mean bias.  Furthermore, the pattern of results and 
the size of the bias are comparable for sample sizes equal to 2000 and 500.  

When the complex estimation method of Mplus is used to estimate the factor 
model, the negative bias in the SE is corrected across all conditions, so that the mean 
percentage relative bias shows values close to zero or slightly positive, i.e., compara-
ble to the values obtained when the data are independent, i.e., data of single family 
members.. However, the size of bias of the SE was not equal across all parameter es-
timates. The estimates of the variances and covariance of the common factors display 
the largest bias. Table 2.4 shows the mean percentage relative bias and the percentage 
of total bias in these 3 parameters. 

 

 

Table 2.2  

Percentage relative bias on parameter estimates (not affected by estimation method) 

Mean Bias (Mean |Bias|)a 
Family Size A40-A40 A60-A40 A60-A60 A35-C25 

N(families)=2000 

6: Twins, Parents & Spouses (N=11806)b -0.126(0.231) -0.119(0.234) -0.122(0.234) 0.021(0.077) 
4: Twins & Parents  (N=7992) -0.129(0.253) -0.117(0.255) -0.119(0.256) 0.026(0.089) 
2: Twins  (N=4000) -0.095(0.248) -0.089(0.268) -0.093(0.263) 0.054(0.115) 
1: Twin 1 (N=2000) -0.167(0.234) -0.154(0.262) -0.156(0.267) -0.002(0.103) 

N(families)=500 

2: Twins  (N=1000) -0.267(0.288) -0.276(0.297) -0.283(0.309)  
1: Twin 1 (N=500) -0.388(0.472) -0.394(0.489) -0.412(0.514)  

aMean Bias: Mean of Parameter Bias across all parameter estimates. Mean |Bias|: Mean of Parameter 
Bias  in absolute value across all parameter estimates.  
b Actual sample size, smaller than number of families X family size due to missingness.  
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When the family clustered data are analyzed using ML estimation, the SE of the pa-
rameter estimates of the latent factors are consistently underestimated between 2.7 and 
7.5% across conditions in the first set of simulations, and between -8.9 and 11.45 in 
the second set of  simulations. The pattern across heritability and family size condi-
tions resembles the one observed for all the parameters. In the first set, the bias is 
larger for higher heritability values and for FS=2 or 4. For the second set, the bias is 
smallest for FS=2. When the Mplus complex estimation method is used to correct for 
clustering, the bias is reduced to values comparable to those obtained with FS=1, re-
maining under 2%. 

 

Table 2.3  

Percentage relative bias on Standard Errors across all parameter estimates 

Mean Bias(Mean |Bias|)a 
Family Size 

Estimation 
Method (Mplus)c A40-A40 A60-A40 A60-A60 A35-C25 

N(families)=2000  

General -0.496(2.011) -0.408(2.182) -0.689(2.581) -2.206(4.243) 6: Twins, Parents & Spouses 
                 (N=11806)b Complex 0.125(1.996) 0.345(1.734) 0.541(1.813) 0.519(2.208) 

General -0.405(2.335) -0.744(2.722) -1.055(3.007) -2.567(4.120) 4: Twins & Parents 
                (N=7992) Complex 0.382(1.548) 0.416(1.562) 0.406(1.423) 0.155(1.508) 

General -0.786(2.448) -1.122(2.664) -1.429(3.013) -1.932(3.367) 
2: Twins  (N=4000) 

Complex -0.086(2.172) -0.132(2.234) -0.172(2.167) -0.289(2.137) 
1: Twin 1 (N=2000) General -0.581(1.748) 0.024(1.837) -0.053(1.976) -0.194(2.131) 

N(families)=500  

General -0.609(1.494) -0.902(1.844) -1.065(2.155)  
2: Twins (N=1000) 

Complex -0.029(1.546) 0.005(1.673) 0.208(1.764)  
1: Twin 1 (N=500) General -0.999(1.930) -0.969(1.927) -0.952(1.972)  

aMean Bias: Mean Bias across SE of all parameter estimates. Mean |Bias|: Mean Bias in absolute value 
across SE of all parameter estimates.  
b Actual sample size, smaller than number of families X family size due to missingness.  
c General: ML. Complex: MLR with cluster correction.  

 

DISCUSSION 

The results of the simulation study indicated there is a tendency for the chi-square 
statistic to be overestimated, and the standard errors of the parameters underestimated. 
when standard ML estimation is used to analyze family clustered data, and dependent 
individuals are treated as independent cases. Furthermore, the distribution of the chi-
square is affected, resulting in an increase in Type I errors. When fitting a model with 
common latent factors, most of the bias is localized in the SE of the variances and 
covariances of the common factors.  
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Figure 2.3 shows an overview of the results across conditions. It can be observed 

how, under ML estimation, the positive bias in the chi-square and the negative bias in 
SE increase with family resemblance. Family size and the source of family resem-
blance interact. In the absence of C, samples with twins, parents and spouses show the 
lowest bias, whereas under the presence of C, samples with only twins show the 
lowest bias. The effect of family resemblance on the bias is independent of sample 
size. The results for A60-A60 and A35-C35 conditions suggests that it is the total 
amount of family resemblance, and not its nature, that determines the amount of bias 
produced in the SE when only twins are analyzed. 

Figure 2.3 clearly depicts how the use of the corrected MLR (complex) estimation 
reduces the bias across all conditions to the levels observed when only independent 
cases are considered.  

 
Figure 2.3  

Summary of results: Percentage relative bias on Chi-squared statistic, and Mean bias on SE of parameter 
estimates of the latent factors F1 and F2 are depicted across conditions. Tw: twins, p: parents, sp: 
spouses, tw1: twin 1.  
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These results were concordant with the hypotheses, except for the bias on the chi-
square across family size conditions in the first set of simulations. We expected the 
largest bias in both SE and Chi-Square in the FS=2 condition.  Whereas the SE bias 
follows the predicted pattern, the Chi-square bias turned out to be lowest in this condi-
tion, and highest for FS = 4. However, with such a small amount of bias, we do not 
consider these slight differences between FS conditions to be a cause of concern.  

It must be noted that the scope of the present study is somewhat limited by the as-
sumptions of the simulated model and sampling conditions.  Further simulations will 
reveal whether varying certain conditions will give rise to significantly different re-
sults. Such condition may pertain to different kinds of phenotypic analysis or 
theoretical models, larger number of observed variables, the inclusion of other kinds 
of relatives (siblings, children of twins, etc.), or unbalanced number of MZ and DZ 
families. On the other hand, the good outcome of the MLR correction due to cluster-
ing, might be due to aggregatability. According to Muthén & Satorra (1995) a 2-level 
factor model is aggregatable if the factor loading matrices are equal on the within-
cluster and between cluster levels. In the present paper we have used a common path-
way model that assumes that the measurement model for E and A has the same 
structure. The results might not apply when the variance decomposition of the pheno-
type is better explained by an independent pathway model, for which the factor 
structures of A and E differ significantly.  

Although the results appear to be quite acceptable, the method for correcting for 
dependency (i.e., the ‘complex’ option in Mplus) is approximate as the cluster unit 
used is the family. This implies that the correction is undertaken assuming that the 
dependency is homogeneous across family members, so the same correction is ap-
plied, for example, to MZ and DZ families, or to spouses, parents and twins. However, 
the problem of different model structures for different family members could to some 
extent be handled in a multiple group analysis. Alternative strategies to obtain ad-
justed estimates are possible: e.g. replication methods like bootstrap (Laplante et al., 
2001), or treating each family as a case and fitting the model in the diagonal within 
person part of the matrix, estimating the off diagonal elements as nuisance parameters 
(for a detailed explanation of this method using Mx (Neale, Boker, Xie, & Maes, 
2003), (see van der Sluis et al., 2005). However, the complex option in Mplus does 
arguably provide the easiest, if approximate, way to correct for dependency.  

Multilevel structural equation modeling and hierarchical linear mixed modeling is 
often used to handle data clustering (Hox & Maas, 2001; Muthén et al., 1995). With 
these methods the variance-covariance matrix is decomposed into within and between 
cluster components. Using the family as a cluster implies that all the variance due to 
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the differences among the members of the same family is analyzed in the within level 
part of the model, whereas the variance due to the differences between different fami-
lies is analyzed in the between level part of the model. In real settings the exact 
sources of resemblance between family members may be unknown, and therefore it is 
also unknown which components of the variance (genetic, shared environment, non-
shared environment, assortative mating etc.) are placed in the within and between 
parts of the model. Under these conditions, it is unclear how the parameter estimates 
within each level can be interpreted, or how they can be related to the true values ob-
tained under phenotypic analysis with independent sampling. This problem is 
exacerbated when data from extended pedigrees are analyzed, because the sources of 
differences and resemblance between each pair of members of the family are different, 
and the family is treated as a homogeneous cluster in multilevel modeling. Therefore, 
multilevel modeling assumes that the family members are statistically equivalent, 
whereas with the multivariate approach it would be possible to give different parame-
ter values to different family members.   

Summing up, through the use of robust estimates the bias due to family dependency 
becomes practically negligible. Even if no correction is applied, the point estimates are 
correct, and if the chi-square statistic indicates a good model fit (p>.05), it is certain that 
the same conclusion would be attained with independent data. However certain precau-
tions should be taken when interpreting the results of uncorrected solutions. It is possible 
that certain parameters appear to be statistically significant, whereas they may actually be 
non-significant in the analysis of truly independent observations. If the chi-square statistic 
indicates poor model fit (p<.05), there is a small probability that a good model fit would 
have been obtained with independent data, because of the increase in type I error due to 
dependency. If family data are used for phenotypic analysis with no correction for the 
inherent dependency, one should take into account that the nature of the family resem-
blance for the given trait, and the family composition of the sample interact to result in 
larger or smaller amounts of bias in the SE.  When variation in the phenotype under study 
is exclusively due to genetic and non-shared environmental effects, an extended family 
sample will result in a smaller bias, whereas if family resemblance in the phenotype under 
study is also due to shared environment, cultural transmission or assortative mating, the 
use of an extended family sample will result in a larger amount of bias.  

In conclusion, the present study shows that the gains of using the richness of family 
data from twin registers for phenotypic analysis outweighs the relatively small drawbacks 
of slight bias in SE and chi-square statistic. More importantly, it shows that irrespective of 
the source of family resemblance or dependency, the bias is successfully corrected by the 
MLR estimation with clustering correction of the Mplus program.  
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INTRODUCTION 

Personality and psychobiological theories 
In order to describe, explain, and predict consistent patterns of behavior, psychologists 
and others have used different terms, such as personality, temperament, or character. 
The observation of consistent specific responses across different situations and over 
time supports the inference of habitual reactions, which may be intercorrelated. The 
term trait is invoked to denote a cluster of correlated habitual reactions. Examples 
include sociability, responsibility, aggressivity, or thoughtfulness. From the analysis 
of correlations among a variety of traits, supertraits or personality types emerge, such 
as Neuroticism or Extroversion (Eysenck, 1982). The objectives of assessment may 
dictate whether specific responses, or habitual reactions are of greater interest. 
Whether a trait-level or type-level analysis is preferable depends on the aims of the 
assessment. Traits and types are known to be more consistent, reliable, and replicable 
across culture, sex, and age, and may therefore be viewed as a more suitable level of 
analysis for the development of explanatory theories (Zuckerman, 1991).  
 The number and the nature of the basic dimensions or personality types re-
quired to explain major behavioral differences have been a matter of debate for a long 
time. Recent numbers have varied from Cattel’s 16 (1957), to Eysenck’s 3 (Eysenck & 
Eysenck, 1985) or Gray’s 2 (Gray, 1987), passing through the five factor model 
(FFM), originally proposed by Norman (Norman, 1963), and recently the focus of 
increasing interest, thanks to the research of Costa and McRae (McCrae & Costa, 
1997). From the perspective of differential psychology, a given trait should be reliably 
identified and replicated in factor structures, and should show certain stability across 
time, if it is to be considered a basic dimension of personality. From this perspective, 
the FFM has received a good deal of support, and its factor analytic structure is con-
sidered to be well established. However, its support originates largely in factor 
analytic results, and the FFM model is based on classification of trait adjectives in 
natural language (Eysenck, 1992a; Tomita et al., 2000). From a psychobiological 
perspective, basic personality traits are considered the outcome of evolutionary proc-
esses, and therefore must be based on differences in the functioning of certain 
biological structures that are, at least, partially heritable (Zuckerman, 1991). Accord-
ing to Eysenck (Eysenck, 1992a) and Zuckerman (Zuckerman, 1992; Zuckerman, 
Kuhlman, Joireman, Teta, & Kraft, 1993), the definition of a basic trait of personality 
cannot be established solely by factor analysis. In this paper, we focus on three influ-
ential psychobiological theories of personality, that is, the theories of Eysenck (1985), 
Gray (1987), and Cloninger (1993). We also consider Zuckerman’s revision of Gray’s 
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theory (Zuckerman, 1991), which represents an attempt to reconcile findings from 
animal and human studies.  
 Eysenck (1985) posited three basic personality types defined by positions on 
three orthogonal dimensions of personality: Extroversion-Introversion (E), Neuroti-

cism-emotional stability (N), and Psychoticism (P). Extroverts are sociable, dominant 
and assertive, optimistic and vital, with a tendency to enjoy activity, to be aggressive, 
anger easily, and to lack control over their emotions. In contrast, introverts tend to be 
quiet, withdrawn, and reserved. They are reticent and enjoy order, carefully control 
their emotions, and are frustrated by difficulty, but rarely behave aggressively. Indi-
vidual differences in E are associated with arousability of the reticulo-cortical circuit, 
through which perceptual stimuli influence the brain activity. People seek a moderate 
‘ideal’ level of arousal through their behavior, i.e., by regulating, seeking or avoiding, 
stimulation. Introverts are generally over-aroused, whereas extroverts are under-
aroused; therefore the levels of arousal influence conditionability, and so the higher 
threshold of introverts renders them more susceptible to conditioning, compared to 
extroverts, who need more stimulation. 

Individuals, who are highly neurotic, are anxious, emotional, unstable, prone to 
depression, irrational, and tense. Stable individuals are organized, and like routine and 
careful planning, they are unconcerned and well-balanced. N is associated with differ-
ences in arousability of the limbic circuit, such that high neuroticism is characterized 
by a higher sensitivity to emotional stimulation. Emotional stability facilitates condi-
tioning.  

The P dimension comprises a combination of impulsivity, lack of empathy, ag-
gressiveness, sensation seeking, and lack of interest in others. Eysenck (1992b; 1997) 
suggested that it might be related to the serotonergic or dopaminergic functions. 

Gray (1987), working in an experimental psychology tradition, developed his the-
ory on the basis of a modification of Eysenck’s E and N dimensions, in which he 
emphasized the importance of the interaction between innate personality differences 
and the type of stimulation. Gray developed the Conceptual Nervous System (CNS), 
composed of different behavioral systems, which determine the behavioral reaction to 
different kinds of stimuli. Differences in basic personality traits are a reflection of 
differences in the sensitivity of these systems.  

In his discussion of these systems, Gray (1987) distinguishes between uncondi-
tioned and conditioned stimuli, and between appetitive and aversive stimuli. Each 
behavioral system within the CNS responds to a certain combination of these types of 
stimuli: (1) The Fight Flight System (FFS) responds directly to unconditioned pun-
ishment or absence of reward by activating behavior either through flight or fight (i.e., 
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aggressive) reaction. Differences in the sensitivity of the FFS have been linked to the 
medial hypothalamus and the amygdala. (2) The consumatory mechanisms respond to 
unconditioned reward with approach behavior. (3) The Behavioral Activation System 
(BAS) is activated by conditioned signals of reward and non-punishment, and in-
creases the probability of approach behavior. Individual differences in the BAS are 
associated with differences in impulsivity. The functioning of the BAS is associated 
with mesolimbic dopaminergic pathways. (4) The Behavioral Inhibition System (BIS) 
responds to fear that is elicited by conditioned signals of punishment, non-reward, or 
novel stimuli. Sensitivity of the BIS supports individual differences in anxiety, Gray’s 
second personality dimension, and is associated with the functioning of the septo-
hypocampus. Gray’s dimensional model focuses mainly on the systems that respond to 
conditioned stimuli, which give rise to differences in anxiety (Anx) and impulsivity 
(Imp). 

Cloninger (1986) developed his psychobiological theory based on twin and family 
studies, studies of longitudinal development, psychometric studies, and on learning in 
humans and research on neurotransmitter systems. Cloninger and colleagues (1993) 
emphasize that behavioral variation is the result of the interaction of genetic and envi-
ronmental influences. The authors make a distinction between temperament factors 

and character dimensions. The former involve automatic responses that reflect herita-
ble differences in the processing of perceptual information by the memory system, 
whereas the latter are attributable to learning and development of new adaptive 
responses as a consequence of experience. They defined the following four basic di-
mensions of temperament. (1) Novelty Seeking (NS), which defined as a heritable 
tendency to respond strongly to novelty and cues of reward with exploratory activity, 
and is hypothetically related to a low basal dopaminergic activity. NS is manifest in 
impulsivity, quick loss of temper, or active avoidance of frustration. (2)  Harm Avoid-

ance (HA) is the heritable tendency to respond strongly to aversive stimuli, leading to 
learned inhibition of behaviour, and is related to high serotonergic activity. It is mani-
fest in passive avoidance, such as fear, shyness, and fatigability. (3) Reward 

Dependence (RD) is the heritable tendency to react strongly to rewards, maintaining 
behaviors previously associated with reward, and is hypothesized to be associated with 
low basal noradrenergic activity. It is manifest in sentimentality, social attachment, 
and dependence on approval of others (Cloninger, 1986). (4) Persistence is defined as 
persistence, despite frustration or fatigue. Persistence was originally hypothesized to 
be a component of RD, but later reassigned the status of an independent dimension 
(Cloninger, Svrakic, & Przybeck, 1993).  
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Cloninger et al. defined the following three dimensions of character. (1) Self 

Directedness is related to the acceptance of the individual self, and the individual’s 
ability to control, regulate, and adapt behavior to suit the situation at hand, in accor-
dance with the individual’s goals and values. (2) Cooperativeness is expressed in 
individual differences in identification with, and acceptance of, other people, and is 
related to agreeability, tolerance, empathy, and compassion at the positive pole, and to 
aggressive behavior, hostility, intolerance, or revenge at the negative pole. (3) Self 

Transcendence concerns the acceptance of nature in general, and is related to spiritual-
ity and self-consciousness (Cloninger et al., 1993).   

 
Which factors are basic, how are dimensions of the different models 
interrelated: Previous reviews. 
Cross-theoretical investigations of the structure of personality are few in number. The 
majority of the available studies addressed the structure of personality within a given 
theory by factor analysis of the subscales or traits of the questionnaires developed by 
the authors of the theories (Cloninger et al., 1993; Garcia, Aluja, & Garcia, 2004; 
McCrae & Terracciano, 2005; Stallings, Hewitt, Cloninger, Heath, & Eaves, 1996; 
Tomita et al., 2000). At best, these studies addressed the superiority of one of two 
competing models (big three vs. big five) by factor analyzing the subscales of the 
questionnaires associated with the given theories (Church & Burke, 1994; Costa & 
McCrae, 1995; Draycott & Kline, 1995; Heath, Cloninger, & Martin, 1994; Saggino, 
2000). However, the personality types, which are described by psychobiological theo-
rists are supposed to be basic features of individual differences in human behavior, 
which should be reflected in more specific, less holistic  personality traits (Eysenck, 
1991). The identification of such factors should be independent of the method of 
measurement and the specific questionnaires used, as long as the measures are reliable 
and cover a sufficient number and variety of personality characteristics in order to 
capture variation in the higher order factors. The questionnaires developed to measure 
personality types or traits were constructed and adapted, with the aim of satisfying a 
given preconceived theoretical structure. Although, the structure is supposed to exist, 
and to be open to replication, the scope of the model is limited if the same general 
personality types are not identifiable (i.e., explain variance) in different tests. This 
applies to the measurement of individual differences in general, but more strongly to 
biological theories, with their roots in evolved heritable biological structures.   

Arguable the most impressive work in reviewing and identifying the basic factors 
of personality across theories and measurement instruments is that of Zuckerman 
(Zuckerman, 1992; Zuckerman & Cloninger, 1996; Zuckerman, Kuhlman, & Camac, 
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1988; Zuckerman et al., 1993; Zuckerman, Kuhlman, Thornquist, & Kiers, 1991). 
Zuckerman et al. (1988; Zuckerman, Kuhlman, Thornquist, & Kiers, 1991) measured 
forty-six personality traits to study the relationship and hierarchical structure of per-
sonality dimensions. Based on this work, Zuckerman et al. argued that the 5 and 3 
factor models are compatible, albeit at different levels in the hierarchy. They first fit-
ted a 7 factor model, in which the factors were interpretable as sociability, activity, 

aggression, impulsivity, neuroticism-anxiety (N-anx), autonomy, and anger-restraint.  
In the 5 factor model anger and N-anx merged to form a general emotionality factor 
(N-emot), and autonomy and impulsivity merged to form a P- impulsive unsocialized 

sensation seeking (P-ImpUSS) factor. Finally, in the three factor solution, the aggres-
sion factor merged with P-ImpUSS. Zuckerman (1991) identified this last three factor 
solution with Eysenck’s PEN, but with certain reservations: The E factor was mainly 
formed by the sociability scales, and part of activity, and it was negatively correlated 
with N, despite of Eysenck’s attempts to maintain them as independent dimensions. 
Furthermore, although the aggression and anger traits each loaded on the N and P fac-
tors, the subscales of hostility, anger, aggression, and lack of inhibition were “close in 
factorial space and anger-hostility and aggression actually form a cluster intermediate 
between N and P”. Conformity and inhibition traits appeared to fall on the opposite 
extreme of the dimension. The impulsivity and sensation seeking scales all clustered 
together within the P factor, which did not correlate with the E factor. In light of these 
results, Zuckerman et al. (1993) proposed an alternative FFM, in which the basic traits 
are ImpUSS, Aggression-Hostility (Agg,Host), activity (Act), Sociability (Sy), and N-

Anx. Zuckerman et al. tested their new structure by pooling their own scale (ZKPQ) 
with Eysenck’s EPQ and Costa & McCrae’s NEO. Their results replicated the previ-
ous results in terms of the identification of N-anx and P-ImpUSS as basic factors. The 
independence of the activity scale from the E-Sy dimension was not supported. The 
fourth Aggressive-Hostility factor was found to be clearly differentiated from the 
other three. The authors commented on this that “the distinction between Aggression-
Hostility and anxiety is important because aggression and anxiety have distinctive 
psychobiological bases and should not be confounded within a single factor” (p.763).  

In a recent study, Aluja et al. (2004) replicated Zuckerman’s results by factor ana-
lysing the EPQ, ZKPQ, and NEO subscales. They extracted 3, 4, and 5 factors. The 
results supported the Agg-host factor as a higher order factor at the same level as N-
Anx, E-Sy and P-ImpUSS. 

In a subsequent publication, Zuckerman and Cloninger (1996) studied the relation-
ships across their own and Eysenck’s dimensions of personality. The results showed a 
great deal of overlap between Zuckerman’s and Cloninger’s dimensions, whereas Ey-
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senck’s scales showed a more complex pattern. Harm Avoidance with N-Anxiety and 
N formed a congruent and homogeneous cluster, with a large negative correlation with 
E. The authors considered Harm Avoidance to be a “fundamental dimension of tem-
perament” (p.284), close to Gray’s (1987) anxiety  dimension.  Similarly, novelty 
seeking and ImpUSS were highly correlated, but correlated only moderately with P 
and E. This result was consistent with previous research, which showed the relation-
ship of the novelty and sensation seeking scales with common socially relevant 
phenomena and a common biological substrate. The authors argued that ImpUSS 
should also be considered as a “fundamental dimension of temperament”, instead of a 
second order trait, as it is usually defined in 3 and 5 factor models. The rest of the 
correlations were moderate to low, except for a large negative correlation between the 
Agg-host scale and Cloninger’s cooperativeness. 

In the light of his reviews of theories of personality, the empirical structure of per-
sonality, and the biological and physiological bases of behaviour, Zuckerman (1991) 
developed a psychobiological model for personality. Zuckerman established five su-
per-traits or personality types: extraversion, P-impulsive unsocialized sensation 

seeking, aggression-hostility, activity and N-emotionality. Zuckerman’s psychobiological 
model follows a hierarchical structure moving from the genotype, to neuropsychologi-
cal structures, to the biochemical and psychophysiological level, to the behavioral, and 
finally to the trait level. For Zuckerman “traits do not cause behavior; they are gener-
alizations based on past behavioral and cognitive events”, and we try to explain those 
generalizations based on differences in biological mechanisms.  He argues, contra 
Gray’s conceptual nervous system, that there is little empirical support for an isomor-
phic equivalence between the structure of personality and the organization of the 
nervous system. Biological systems involving neurotransmitters or brain structures do 
not act independently from one another, and therefore may well interact to produce 
individual differences in behavior. One biological system can also have diverse effects 
in more than one personality trait. Zuckerman (1991) described a variety of sources of 
differences in personality: 1) the neurotransmitters involved in the serotonin, dopa-
mine, and norepinephrine pathways in the brain; 2) the enzymes regulating the 
production and degradation of neurotransmitters, e.g., Monoamine Oxidasa (MAO), or 
dopamine-beta-hidroxilase (DBH); 3) hormones, such as androgens, estrogens or tes-
tosterone; 4) endorphins; and 5) benzodiazepine receptors, e.g., gamma-aminobutyric 
acid (GABA).  Specifically, high levels on the traits involved in the P-impulsive sen-

sation seeking dimension are associated with deficits in MAO regulation, low levels of 
serotonin, high norepinephrine, and high levels of testosterone. Activity, positive 

mood, and social interaction are influenced by dopamine activity, and the balance 
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between serotonergic and catecholaminergic systems. Decreased serotonin levels are 
associated with higher levels of aggression, where serotonin acts in an antagonistic 
way to dopamine. The traits from the N-emotionality dimension are regulated by the 
responsivity of GABA, concentrations of benzodiazepine receptors and endorphins, 
and the functioning of the amygdala. Behavior associated with the E-sociability di-
mension is defined in terms of the interplay between the activity of the dopamine 
systems, behavioral activity, and the active pursuit of reward. High levels of dopamine 
activity are associated with high levels of behavioral activity and reward pursuit.  

While Zuckerman’s line of research focused mainly on Eysenck’s and Cloninger’s 
systems, another long research tradition has addressed the comparison and possible 
combination of the personality theories of Eysenck and Gray. Matthews and Gilliland 
(1999) reviewed the extensive literature on this matter, in which they compared the 
strengths and weaknesses of these theoretical frameworks. The theories were found to 
differ not only in the definition of the basic factors of personality and their position in 
a hierarchical structure, but also in the nature of the relevant moderators, i.e. level of 
stimulation vs. type of stimulation. According to their review, psychometric evidence 
provided stronger support for Eysenck’s structural model. Eysenck’s predictions 
(1985) regarding the relationship of electrodermal activity and evoked potentials with 
extraversion have been supported empirically, but the relationship between the level of 
arousal and performance is still unclear. With respect to N, it is correlated with sensi-
tivity to emotional states, and with sensitivity to associative conditioning, but its 
relationship with levels of autonomic activity also remains unclear. In general, Ey-
senck’s theory appeared to provide a better account of human behavioral tendencies 
than Gray’s. On the other hand, the major support for Gray’s theory (1987) stems from 
its predictions regarding the interaction between the effects of different types of moti-
vational stimuli and the effects of personality on behavior. Furthermore, in 
psychophysiological research, impulsivity has more predictive validity than Extrover-
sion, and it also predicts behavioral activation. In conclusion, both theories suffer the 
limitation of not being able to predict differences in performance on experimental 
tasks from differences in brain functioning. 
 

Personality is not perfectly stable: stability and change 
Personality is far from perfectly stable (Caspi et al., 2001). In an extensive review of 
longitudinal studies of personality, Roberts and DelVecchio (2000) found that overall 
rank-order trait consistency increases in a linear, yet steplike, pattern, reaching a peak 
at 50 to 59 years old. Trait consistency increased at three points of life: from infancy 
to toodlerhood (from .35 to .50 approximately), from college years to early adulthood 
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(from .50 to .60), and from early middle age to late middle age (to .70). These results 
were recently replicated by Bazana and Stelmack (2004) in a meta-analysis on the 
stability of  personality across the life span. They emphasized that age has a system-
atic influence on personality traits, raising the level of some, and lowering the level of 
others traits. The authors of both meta-analyses concluded that, given the effect of age 
on trait consistency, the construct validity of the measurements might be affected by 
the age of the sample, and thus “aggregating over as many situations and occasions as 
possible increases both the magnitude of the test-retest correlations and, because 
measurement error is reduced, the validity of the measure” (Bazana & Stelmack, 2004, 
p.128).  

The recent evidence on the rank order stability of personality suggests that studies 
of the relationships among personality traits, and of the structure of personality should 
take age and developmental changes into account in their measurements and their 
factor models. If the rank order with respect to different personality traits is subject to 
change over time, and that change varies as a function of age, the intercorrelations 
between the measured traits might change depending on the age composition of the 
sample.  
 With respect to the structure of personality, it appears that the self reported 
personality trait structure is clearly recognizable at the age of 12, and well developed 
by about the age of 14. It is  practically indistinguishable from the adult personality by 
age 16 (Allik, Laidra, Realo, & Pullman, 2004).  
  

McGue et al. (1993), in a study of the genetic and environmental basis of stability 
and change, showed that the stable component of individual differences in personality is 
associated largely with enduring genetic influences. Personality change is largely associ-
ated with non-shared environmental factors, although there is also a moderate genetic 
influence on change. This result suggests that obtaining several measurements of personal-
ity traits over time, instead of single-measurements, might improve the chances of finding 
reliable relationships between personality and biological substrates.  Eysenck (1991) stated 
that ”Person-significant behaviors are organized in a hierarchical fashion, from the most 
specific (level 1) to the most general (level 4). (…) The lower the level, the more it is a 
measure of state; the higher the level, the more it is a measure of trait. (…) hence level 4 
concepts are the most far-reaching aggregating behaviors characteristic of a given person 
over many years” (p.776). Therefore, if we want to capture variance on the fourth level, 
variance on personality types, it is not enough to measure personality at one single occa-
sion. Rather we should measure it a repeated number of times to ensure that we capture 
differences in behavioral tendencies that remain stable across time and age.  
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The present study 
In the light of the above, there seems to be two main gaps in the field of personality 
research. First, there is agreement that the 16 factor model of Cattel is too extensive 
and too specific, and that two basic factors are not sufficient either to explain the wide 
variety of behavioral differences (Cloninger, 1986; Eysenck, 1992a; Zuckerman, 
1991; Zuckerman et al., 1993). However, the number, the nature, and the hierarchical 
position of the additional factor(s) is still a matter of debate. Second, it seems that 
personality research has generally neglected the fact that personality is far from stable, 
and that along the life span there can be changes in personality traits, not only in the 
mean levels, but also in the rank order. These changes might affect both the correla-
tion pattern across a given set of personality variables, and the predictive validity of a 
score obtained in a given developmental period.  

In the present study, we analyzed the latent structure underlying 13 measures of 
personality in a sample of 17557 individuals, who participated in a longitudinal study 
over 12 years, which comprised 6 surveys. We used the longitudinal character of the 
data and the age differences to take into account intra and inter-individual changes in 
personality across time. This method allowed us to obtain a more reliable estimation 
of the trait comparable across individuals, so that differences in age do not influence 
correlations across traits. In this manner, we have tried to shed some light on the pos-
sible nature of the “third factor” of personality. 

What might be the nature of the third factor(s)? We can establish a fairly straight-
forward equivalence between Cloninger’s and Gray’s two main personality types, i.e., 
HA-Anx (BIS) and NS-Imp (BAS). The identification of Eysenck’s types with these 
two clusters is less straightforward. Eysenck’s Neuroticism would certainly be identi-
fied with the first cluster (BIS). Given the latest modifications of Eysenck’s theory and 
questionnaires (Aluja, Garcia, & Garcia, 2002), and according to previous reviews  
(Zuckerman, 1991) and genetic research (Eaves, Eysenck, & Martin, 1989), Eysenck’s 
E is no longer related with impulsivity. E would now seem to be related with sociabil-
ity factors at the positive pole, and with negative emotionality factors related with the 
BIS at the negative pole. The same modifications in Eysenck’s theory lead to the most 
likely identification of the P factor and the BAS cluster. This overview is consistent 
with the early review of Zuckerman et al. (1988), which identified two clear clusters 
that were related with the activation and inhibition of behavior, plus a sociability com-
ponent.  

However, all three theories admit the necessity of at least one additional personal-
ity type or basic personality trait, but the theories differ in the posited nature of this 
third factor. Furthermore, in the three theoretical frameworks, the definition and etio-
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logical mechanisms of the third factor remains underdeveloped, in comparison to the 
extensive work on the other dimensions. These third dimensions are left unexplained 
after clustering together the commonalities across the three theories: RD and the three 
character scales from Cloninger, the FFS of Gray, and the antisocial or un-socialized 
component of Psychoticism (Heath, Jardine, Eaves, & Martin, 1988; Pickering, 2004). 
The third factor (or factors), which we hope to identify in our data, should present a 
certain combination of these three unexplained dimensions.  

Up to this point we have described the main psychobiological theories of per-
sonality, say those of Eysenck, Gray, Cloninger and Zuckerman. We have identified 
two main limitations in basic personality research. First, the negligence of intraindi-
vidual differences across time, and second the underdevelopment of personality 
dimensions beyond the first two. In this article we used a repeated measures design, 
along an interval of 12 years, in order to capture the trait variance. A factor analysis on 
this trait variance from a pool of diverse personality variables was intended to clarify 
the structure of personality with regard to the third personality factor (or factors).  
 

METHOD 

Participants and Procedure 
The participants in this study were registered by the Netherlands Twin Registry (NTR) 
of the Department of Biological Psychology at the Vrije Universiteit in Amsterdam. 
They were included in the cohort of adolescents and young adults, who were recruited 
through the city councils in 1990-1991 and in 1992-1993, and are participating in an 
ongoing longitudinal study. After 1995 an effort was also made to recruit adult and 
older twins. The twins, their parents, siblings, and spouses participated in surveys that 
were conducted approximately every 2 years. Six surveys concerning lifestyle, per-
sonality, and psychopathology were conducted in 1991, 1993, 1995, 1997, 2000, and 
2002. In the present study we will analyze personality data collected in all 6 surveys. 
Further details on response rates, response bias, and demographic characteristics of the 
sample can be found elsewhere (Boomsma et al., 2002; Koopmans, Slutske, Heath, 
Neale, & Boomsma, 1999; Stubbe, Posthuma, Boomsma, & de Geus, 2005; Vink et 
al., 2004). 
 The total sample with personality data comprises 17557 individuals. These are 
the twins and their family members, who returned the survey, which included the per-
sonality questionnaires, and completed at least one of the personality questionnaires, 
in at least one of the six surveys. Table 3.1 shows the distribution of the sample as a 
function of data points available. 
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Table 3.1 

 Distribution of the sample by survey 

Number of times subjects participated 
 1  2     3 4 5 6 

Total N=17557 6324 4305 3428 2222 819 459 

 
Chronological distribution a 
AND 1991 and 1993 and 1995 and 1997 and 2000 and 2002 

1991 1586 412 866 183 118 459 
1993  719 968 150 116 324 
1995   7 203 113 291 
1997    380 228 531 
2000     1078 134 
2001    2554 

a Each column on the right implies participation on the previous surveys. E.g., 116 participants returned 
personality questionnaires in 1993, 1995, 1997 and 2000 inclusive, but not in 1991 or 2002. The cells are 
exclusive. This distribution does not cover the entire sample. Participants who participated in intermedi-
ate surveys are not listed here, but counted above.  

 
The first part of the table shows the number of individuals, who returned the question-
naires at occasions ranging from 1 to 6. A total of 459 individuals returned personality 
questionnaires in all six surveys, and about two thirds of the sample contribute to lon-
gitudinal data. Note that not all subjects were invited at each occasion. The second 
part of the table shows the distribution of the sample by consecutive participation. The 
diagonals contain the number of individuals, who participated only once, and the off-
diagonal the number of individuals, who participated in the subsequent years. In 1995, 
only families that had participated previously were invited to participate.  

Table 3.2 shows the age composition of the sample, and the family members 
who took part in each survey. The mean age of the sample changed only slightly in the 
first 5 surveys, but it did increase considerably in 2002, mostly due to the addition of a 
large number of adult participants (spouses), and the re-introduction of the parents. 
The percentiles also show how the age distribution varies substantially more than the 
mean age. Especially in 1995 and 1997, the last centile is lower, which is probably due 
to the absence of the parental generation. Data from participants under 13 years old 
were discarded, as the structure of personality does not mature until about this age 
(Allik et al., 2004). 

Surveys 1 and 2 comprised the twins and their parents. In survey 3, in 1995, the 
other siblings of the twins were invited to participate, but did not receive personality 
questionnaires. In 1997 the siblings participated and received personality question-
naires. In 2000 the spouses of the twins, who at that time had reached young 
adulthood, were also invited to participate. In the last survey in 2002 all the members 
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of the family were invited to collaborate. Thus, not only the passing of the time, but 
also the inclusion of new individuals in the study, can affect the age distribution of the 
sample. 
 

Table 3.2 

Composition of the sample by age and family members 

 Descriptive statistics for Age Composition by family members 

 
     

Percentiles 
for age 

    

 
Mean SD Min Max Skewness 25 50 75 Twins Parents Siblings 

Spouses 
of twins 

1991 31.51 15.04 13 71 0.281 17 21 46 3379 3009 - - 
1993 33.25 14.97 14 73 0.061 18 39 46 3635 3678 - - 
1995 33.29 14.60 16 75 0.348 20 25 48 3172 3209 948 - 
1997 27.73 10.14 18 83 1.82 21 25 29 2923 5 1272 - 
2000 31.65 10.46 21 91 1.67 24 28 35 4085 3 1261 685 
2002 40.48 14.07 23 93 0.45 28 34 54 4037 2770 1226 1388 

 
 
Measures 
From the pool of available data on personality and psychopathology (Boomsma et al., 
2002), we selected a total of 13 variables. We did not use variables that overlapped 
with others, because a similar construct was measured with two different question-
naires (e.g., anxious depression and depression). We discarded these because they are 
redundant, and to avoid computational problems deriving from correlations close to 1. 
In addition, we discarded variables that were closely related to cognitive abilities (e.g., 
attention problems).  The 13 selected measures, which cover a wide range of personal-
ity characteristics, are: neuroticism, extraversion, somatic anxiety, thrill and adventure 
seeking, experience seeking, boredom susceptibility, disinhibition, trait anger, trait 
anxiety,  depression, type A behavior, aggression, and rule breaking behavior.  
 Neuroticism (N), extraversion (E), and somatic anxiety (SomAnx)  were 
measured with the Amsterdamse Biografische Vragenlijst (Wilde, 1970), which is a 
Dutch questionnaire based on the Eysenck Personality Questionnaire (Eysenck et al., 
1985). The neuroticism scale includes 30 items (Cronbach’s α=0.89 –averaged over 
surveys), the extraversion scale 21 items (α=0.84), and the somatic anxiety scale 17 
items (α=0.66). The four dimensions of sensation seeking were measured with the 
Dutch translation of Zuckerman’s Sensation Seeking Scale (SSS; Feij, Dekker, 
Koopmans, & Boomsma, 1997; Feij & Van Zuilen, 1984; Zuckerman, 1971). The 
dimension thrill and adventure seeking (Tas) includes 12 items (α=0.87), experience 
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seeking’ (Es) 14 items (α=0.69), boredom susceptibility (Bs) 13 items (α=0.66), and 
disinhibition’ (Dis) 12 items (α=0.79). The Dutch adaptation of Spielberger’s State-
Trait Anger Scale- (STAS; Spielberger, Jacobs, Russell, & Crane, 1983; van der 
Ploeg, Defares, & Spielberger, 1982) was used to measure trait anger (Ang). The 
STAS includes 10 items (α=0.86). Depression (Dep) was measured with the short 
version of the Beck’s Depression Inventory (BDI; Beck, Ward, Mendelson, Mock, & 
Erbaugh, 1961), a 13 item scale (α=0.80). Anxiety (Anx) was measured with the 
Spielberger State-Trait Anxiety Inventory trait version  (STAI; Spielberger, Gorsuch, 
& Lushene, 1970), which includes 20 items ( =0.91). The Dutch adaptation of the 
Jenkins Activity Survey (Appels & Jenkins, 1985; JAS; Appels, Jenkins, & Rosen-
man, 1982) was used to measure Type A Behavior Pattern. This included 24 items 
(α=0.84). Finally, aggressive behaviour (Agg) and rule breaking behavior (Rbb) were 
measured with the Young Adult Self Report (YASR; Achenbach, 1990). The Rbb 
scale includes 11 items (α=0.43), and the Agg scales include 19 items (α=0.77).  

Table 4 shows samples sizes by questionnaire and survey. The questionnaires 
ABV, SBL, and STAI were included in 5 of the 6 surveys, but not in 1995. The Agg 
and Rbb from the YASR were administered on four occasions, with the exceptions of 
1993 and 2002. Depression from the BDI and anger trait were administered on two 
occasions, Ang in the two first surveys, and Dep in 1993 and 1997. TAB was adminis-
tered exclusively in 1991.  
 

Analyses 
Structural equation modeling (SEM), in addition to exploratory factor analysis (EFA), 
was used to study the structure of personality underlying the selected pool of meas-
ures. The use of SEM has three advantages here. First, it allows us to create a 
measurement model to make the best use of the longitudinal information, i.e., a model 
that takes into account intraindividual variation. Second, it allows us to model the 
effects of covariates like age, i.e., to control for interindividual differences in devel-
opmental stage. And it allows the analyses of complete data with any pattern of 
missingness, assuming the data are missing at random (Schafer & Graham, 2002).   

Mplus v 3.13 (Muthén et al., 2005) was used to fit the various models. In view of 
the missingness, we analyzed the raw data, rather than the summary covariance ma-
trix, so as to make use of all the available data. In the NTR, those families that did not 
participate in a second survey, were invited to participate in subsequent surveys. The 
fact that participants were allowed to return to the study, in combination with the 
analysis of complete data, in opposition to the exclusive use of complete cases, mini-
mizes the effects of sample attrition and provides unbiased estimates.  
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Family clustered data do not fulfill the assumption of independence of observa-
tions for phenotypic statistical analysis, and treating dependent data as independent 
may result in bias in standard errors and goodness of statistics (Laplante et al., 2001).  
To correct for this, we used the Robust Maximum Likelihood (MLR) in combination 
with the “Complex” option in Mplus. The latter corrects the effect of clustering. The 
parameter estimates are ML estimates, but the standard errors are corrected for the 
dependency in the data. The correction is done by using a weight matrix that involves 
fourth-order moments and contains cluster information. The chi-square statistic is 
scale-corrected. The scale is a function of the same weight matrix and the degrees of 
freedom of the model (Muthén et al., 1995). Family was used as the cluster unit in the 
correction. A previous simulation study showed the efficiency of this method to 
correct he effects of dependency due to family resemblance (Rebollo, de Moor, Dolan, 
& Boomsma, 2006).  

The AIC (Akaike's information Criterion; Akaike, 1987) and the RMSEA (Root 
Mean Squared Error of Approximation; Steiger, 1990) were used to evaluate the fit of 
the models. The AIC compares the models on the basis of parsimony, taking into ac-
count the χ2 and the degrees of freedom (Joreskog, 1993) . The lower the AIC, the 
better the fit of the model to the data and the more parsimonious it is. The likelihood 
ratio test is performed under the assumption that the model holds exactly in the popu-
lation. Models that are assumed to hold approximately in the population will always 
be rejected in large samples. The RMSEA is a measure of closeness of fit, and pro-
vides a measure of discrepancy per degree of freedom. A value of 0.05 indicates a 
close fit, and values up to 0.08 represent reasonable error of approximation of the 
model (Joreskog, 1993).  
 
 
Growth models as measurement model 
Previously, models have been proposed to estimate stable “trait-like” parameters from 
longitudinal data, modeling intraindividual variability (Nesselroade, 2001). In these 
previous models a factor model was used as a measurement model for each survey, 
and the longitudinal trends were modeled at a higher order latent level. The focus of 
these previous attempts was to study variability in changes over time. The focus of the 
present study was to estimate, and factor analyze the portion of variance that is com-
parable across participants independently of their age and the survey in which 
personality was measured. This is what we view as “trait-like” variance. To this end, 
instead of fitting a factor model directly to the observed scores, we employed a growth 
curve model (Hertzog & Nesselroade, 2003; McArdle, 1988), as a measurement model 
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for those variables that were measured 4 or 5 times. This model is depicted in figure 
3.1a. 

The figure 3.1a shows a variable that was measured in all surveys except for 
1995. In a growth model, the individual differences on the five repeated measures 
are explained by two latent factors, denoted the level (l) and the shape (s). The 
model involves fitting a linear function throught the data of each case. The level 
factor may be viewed as representing a random intercept (i.e., a general level). The 
shape factor may be viewed as a random slope, which accounts for individual dif-
ferences in linear change over time. The shape factor was defined by assigning to 
each survey a consecutive number as a loading, i.e., 1991 (0), 1993 (1), 1995(2), 
1997 (3), 2000 (4), and 2002 (5). These loadings (0,1,2,3,4,5) may be interpreted 
as a defining linear contrast, as in a repeated measured ANOVA. By fixing the 
first shape loading to zero, the 1991 measurements define the level or intercept.  
The observed means are modeled as linear function of the means of the level and 
shape factors. The mean of the level represents the mean initial trait level; the 
mean of the shape represents the average change over time. The variance of the 
level factor accounts for the individual differences in level, and the variance of the 
shape accounts for the individual differences in the slope of the linear growth 
function. The level and shape factors are allowed to correlate so that the change 
may covary with the initial level. This model implies that people may vary in the 
amount and rate of change that they underwent over the years, but they do not vary 
in the functional form of the growth (Hertzog et al., 2003).   

The variation in age, at which the participant entered the study (e.g., twins 
were adolescents, and their parents obviously adults) may render the variance of 
level and shape, as well as the means difficult to interpret. To control for these age 
differences, and obtain estimates of the level and shape variances that are inde-
pendent of individual differences among the subjects in developmental stage, we 
introduced age in 1991 as a covariate. Thus, the model implies that part of the 
variance on initial level and shape is explained by age differences. In other words, 
depending on how old a person is, he or she might have entered the study with a 
given initial level that might be lower or higher than if the same person had en-
tered the study 10 years earlier. Intraindividual variance due to error, or 
developmental growth, and interindividual differences due to age are regressed out 
of the variance of the level factor. In other words, if we computed a factor score 
for each participant on the level factor, without re-incorporating the contribution 
of age, every individual in the sample could be compared with it. This is the vari-
ance that we used to study the structure of “trait-like” personality.  
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Figure 3.1. 

a) Linear growth model with age covariate for a variable measured in 5 surveys. l-level, s-shape  b) 
Latent change model with age covariate applied to those variables that were measured twice. l-
level, ch-change. 

 
Of course, several other models of growth or change may be considered. However, the 
purpose of the present model is not to study or model in detail developmental stability 
and change, but to control for it in a parsimonious and efficient way that is consistent 
and comparable across variables. Consistent with previous studies on stability and 
change in personality (Bazana et al., 2004; Caspi et al., 2001; Roberts et al., 2000; 
Robins, Fraley, Roberts, & Trzesniewski, 2001), the present model is adequate to cor-
rectly separate inter-and intraindividual variance. Furthermore, this approach to 
modeling change has the advantage of optimal correction for measurement error 
(Hertzog et al., 2003).  

For those variables that were measured twice, i.e., Dep and Ang, a latent change 
model (Hertzog et al., 2003) was used as a measurement model. Figure 3.1b shows the 
corresponding path diagram. The latent factor, denoted L, represents the common 
variance between the two repeated measures or initial level, whereas the factor de-
noted Ch represents the change in the second measurement. Age is specified as a 
covariate of the initial level. This model is used to capture the most reliable variance 
underlying the two available measurements.  
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The factor model 
The structure of personality was investigated by subjecting the covariance matrix 
of the level factors to factor analysis. These are the latent levels that were speci-
fied in latent growth model for each variable to capture stable trait-like inter-
individual differences. We carried out an exploratory factor analysis (EFA) in 
Mplus by introducing minimal identifying constraints (Raykov, 1998; van Prooijen 
& van der Kloot, 2001). Figure 3.2 shows the complete path diagram for a three 
factor model.  

The model was identified by constraining 9 parameters: the variance of the la-
tent factors was fixed to equal 1, the covariances between the latent factors were 
fixed to equal 0, and 3 factor loadings were also fixed at zero. In order to find a 
sensible combination of loadings to fix (Millsap, 2001), we factor analyzed using 
SPSS (Maximum Likelihood , Norusis, 2005) the correlation matrix across the 
levels, which was obtained from Mplus. The lowest loadings obtained in the SPSS 
solution were fixed to zero in the Mplus analysis. As for the number of factors 
extracted, the initial analysis in SPSS indicated that the maximum number of fac-
tors to be extracted was three. Four and five factor solutions did not converge due 
to communalities larger than 1. Therefore 3 and 2 factor models were tested in 
Mplus. The exploratory factor solutions obtained from Mplus were then rotated in 
R (Ihaka & Gentleman, 1996) using promax (i.e., oblique) rotation.  

Finally, to investigate the effects of the longitudinal method, and the data 
analysis chosen in the present article, we extracted three alternative solutions with 
EFA in SPSS. We first factor analyzed the correlation matrix across the latent levels 
obtained from Mplus. This solution differs from the CFA solution in the absence 
of control of age effects. Secondly, we factor analyzed the mean scores across 
surveys, which is another possible approach to obtain trait-like individual differ-
ences. Third, to compare the longitudinal perspective with the usual cross sectional 
design, we factor analyzed only the scores obtained in 1991 –with the slight dif-
ference that Dep was not included in the pool of variables. If the approach chosen 
in the present paper is correct, where developmental changes are controlled and 
modeled, the solution obtained through CFA should give a clearer composition of 
the factors. 
  

RESULTS  

Description of the sample 
Table 3.3 show the descriptive statistics by scale and survey.  
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Table 3.3  

Descriptive statistics  

 
 N Mean 

Standard 
Deviation 

Skewness Kurtosis 

1991 6318 56.19 16.21 -0.32 -0.67 
1993 7495 57.76 16.77 -0.36 -0.69 
1997 4174 61.45 16.42 -0.64 -0.35 
2000 5879 60.81 16.62 -0.61 -0.38 

Extraversion 

2001 9107 57.49 17.39 -0.39 -0.67 
1991 6306 54.66 24.06 0.35 -0.66 
1993 7468 48.41 24.16 0.63 -0.36 
1997 4174 46.54 23.96 0.73 -0.16 
2000 5871 46.92 24.47 0.74 -0.17 

Neuroticism 

2001 9106 47.02 24.81 0.73 -0.23 
1991 6330 13.39 5.64 1.16 1.36 
1993 7504 17.84 5.50 1.33 1.97 
1997 4174 17.35 5.18 1.51 2.76 
2000 5883 17.59 5.19 1.43 2.45 

Somatic Anxiety 

2001 9139 17.46 5.37 1.47 2.39 
1991 6340 32.65 11.74 0.08 -0.99 
1993 7502 31.87 11.92 0.15 -1.01 
1997 4173 35.79 11.39 -0.15 -0.82 
2000 5958 33.55 11.12 -0.01 -0.82 

Thrill & Adventure Seeking 

2001 9216 30.84 11.11 0.19 -0.88 
1991 6330 33.09 7.68 0.28 -0.01 
1993 7491 32.75 7.84 0.34 0.10 
1997 4173 33.23 8.42 0.43 0.15 
2000 5937 32.88 8.43 0.41 0.14 

Experience Seeking 

2001 9305 32.97 8.03 0.37 0.59 
1991 6329 37.40 7.35 0.09 -0.04 
1993 7485 36.58 7.37 0.13 -0.03 
1997 4173 35.91 7.43 0.12 0.03 
2000 5942 35.10 7.53 0.19 0.15 

Boredom Susceptibility 

2001 9311 34.90 7.12 0.21 0.88 
1991 6334 30.05 7.95 0.22 -0.38 
1993 7492 29.51 8.21 0.28 -0.03 
1997 4173 30.79 8.45 0.20 -0.42 
2000 5943 29.74 8.35 0.29 -0.46 

Disinhibition 

2001 9316 29.33 7.99 0.27 -0.37 
Type A Behavior 1991 6291 11.39 4.44 0.21 -0.53 

1991 3322 3.65 2.44 1.02 2.28 
1995 3075 3.04 5.11 1.11 1.75 
1997 4161 2.60 1.95 1.01 2.41 

Rule Breaking Behavior 

2000 5934 1.80 2.11 1.55 3.42 
1991 3322 7.65 4.54 0.88 1.23 
1995 3075 6.45 4.21 1.01 1.64 
1997 4161 5.25 3.91 0.89 0.68 

Aggressive Behavior 

2000 5934 5.50 3.78 0.88 0.86 
1991 6319 34.21 8.52 0.82 0.56 
1993 7485 33.67 8.77 0.96 1.04 
1997 4168 32.43 9.05 1.07 1.27 
2000 6003 32.72 8.78 1.11 1.47 

Anxiety 

2001 9335 33.54 8.49 0.88 0.97 
1991 6341 16.69 4.96 1.26 2.28 Anger 
1993 7466 16.54 4.78 1.33 2.43 
1993 7477 1.96 2.75 2.65 10.43 Depression 
1997 4178 1.78 2.80 2.98 13.48 
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Mean levels of most of the phenotypes seem to decrease over the years, except for 
extraversion. Somatic anxiety and anxiety do not show clear patterns of change. With 
respect to the distribution, Rbb, SomAnx, and especially Dep were positively skewed, 
and showed a pronounced kurtosis. We did not transform this variables to reduce this 
non-normality, because the estimation method MLR is robust given deviations from 
normality (Muthén et al., 2005).  
 The means and standard deviations suggest quite large differences in scale 
between the different questionnaires. As this may cause computational problem in the 
SEM, we rescaled the variables to reduce the differences in variance. Rescaling in-
volves a linear transformation, which does not otherwise affect the covariance 
structure.  

 
Stability and change 
Table 3.4 shows the stability coefficients for those phenotypes that were measured 
more than once. Subsequent measures were correlated with the first one, i.e., the 
measures obtained in 1991 (except for Dep). Therefore, the coefficients show stability 
from a 2 to 11 years interval.  
 

 

Table 3.4. 

 Stability coefficients 

 1991 with: 
 

1993 
(2yrs) 

1995 
(4yrs) 

1997 
(6yrs) 

2000 
(9yrs) 

2002 
(11yrs) 

2002 
(without 
parents) 

Extroversion 0.754  0.572 0.557 0.672 0.564 
Neuroticism 0.714  0.514 0.521 0.579 0.475 
Somatic Anxiety 0.646  0.440 0.416 0.475 0.406 
Thrill and Adventure Seeking 0.852  0.690 0.684 0.764 0.608 
Experience seeking 0.690  0.579 0.511 0.611 0.511 
Boredom susceptibility 0.606  0.677 0.621 0.438 0.347 
Disinhibition 0.732  0.570 0.533 0.635 0.525 
Rule Breaking Behavior  0.382 0.436 0.301   
Aggressive behavior  0.515 0.436 0.424   
Anger 0.616      
Anxiety 0.663  0.444 0.486 0.529 0.417 
Depression   0.464a    

acorrelated with first measurement in 1993 (4 years stability) 
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The coefficients show high levels of stability in general, with the largest for the sensa-
tion seeking scales Tas and Dis, and for E and N, and the lowest for Dep and the 
YASR’s Agg and Rbb. Consistent with previous findings (Bazana et al., 2004; 
Roberts et al., 2000), the stability decreases with larger intervals of measurement. 
However, for most phenotypes, the coefficients rise again in 2002. This result is 
probably due to the re-introduction of the parents in that specific survey. The mean 
age of the parental generation in the 6th survey was 56.32 years, i.e., the age at which 
previous studies have shown the largest rank order stability for personality (Roberts & 
Caspi, 2002). The last column of table 4 shows the stability coefficients for 2002 esti-
mated without the parents. These coefficients follow the tendency of the previous ones 
with smaller values than those obtained in 2000.  
 

Table 3.5 

 Results of the latent growth models: means, residual variances, and correlation between the latent fac-
tors level and shape, proportion of variance of the latent factor level explained by the factor model, and 
regression coefficients of the level and shape factors on age.  

 
Mean 
Level 

Mean 
Shape 

Residual 
S2 

Shape 

Residual 
S2 Level 

σ 
Level-
shape 

R2 
Level 

3F 

R2 
Level 

2F 

Age  
β on l 

 

Age β 
 on s 

 

Extroversion  12.588 0.188 0.147 4.821 -0.240 0.419 0.229 -0.194 -0.169 
Neuroticism  5.947 -0.239 0.073 0.321 -0.258 0.927 0.933 -0.158 0.229 
Somatic 
Anxiety  

9.906 -0.222 0.133 2.501 -0.380 0.536 
0.538 

-0.157 0.196 

Thrill & Adv. 
Seeking  

15.676 -0.350 0.079 3.214 ns 0.746 0.702 -0.621 0.294 

Experience 
Seeking 

18.109 -0.141 0.143 2.954 ns 0.717 0.533 -0.233 0.146 

Boredom 
Suscep. 

19.864 -0.457 0.112 2.943 ns 0.600 0.627 -0.206 0.300 

Disinhibition  18.006 -0.191 0.128 4.089 ns 0.645 0.686 -0.421 0.156 
Rule Breaking 
Behavior 

4.886 -0.698 ns 0.741 ns 0.707 0.637 -0.501 0.351 

Aggressive 
Behavior 

5.670 -0.614 ns 0.132 ns 0.971 0.762 -0.700 0.351 

Anxiety  16.722 ns 0.256 1.527 ns 0.882 0.877 0.032 -0.045 
Anger  8.863   3.584 ns 0.441 0.313 -0.085  
Depression  1.063   4.915 ns 0.194 0.194 0.174  
Type A Be-
havior 

10.529   13.171 ns 0.329 0.229 0.091  

a ns: non significant 

 
Table 3.5 shows the estimates of the linear growth models. The mean of the shape 
latent factors shows that mean scores of most personality measures tends to decrease 
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with time, with the largest changes seen in Rbb, Agg, Bs, and Es. Anxiety does not 
show any significant change, whereas E tends to increase. Level and shape were nega-
tively correlated for E, N and SomAnx, which implies that, for these variables, larger 
initial levels are associated with smaller shapes. However, this interpretation is made 
conditional on the choice of shape factor loadings. This correlation may vary with a 
different choice of shape factor loadings (Stoel & van den Wittenboer, 2003). Age 
explains a significant amount of variance of both initial level and shape for all vari-
ables. For the majority of phenotypes the regression coefficient on the level is 
negative, whereas the coefficient on the shape is positive. Thus, older individuals 
show lower initial levels and larger slopes. The effect of age on the slope should be 
interpreted carefully, as larger slope here does not imply more change given that the 
shapes are negative and thus, older people show a less steep decrease in the mean 
scores over time. The effect of age on the shape of extraversion was negative, which 
reflects the pattern of less change with age, given that Extraversion’s slope was posi-
tive. Putting together the results of the growth models and the age moderation, we 
could say that most personality traits show a decrease (or increase) on mean scores 
with a negative acceleration with aging.  
 Anx, Dep, and TAB show the opposite pattern for the effect of age on the 
level, such as for these phenotypes older individuals show higher initial scores.   

 
 
The factor structure of personality 
Appendix I shows the estimated correlations across the level latent factors as esti-
mated in Mplus. This correlations matrix was used as input in SPSS to identify 
reasonable identification constraints. For the 3 factor solution, Dep showed the lowest 
loading on the second and third factors, and Es showed the second lowest loading on 
the third factor. These loadings were constrained to zero in Mplus to arrive at an iden-
tified exploratory model.   

Table 3.6 shows the three and two factor solutions from Mplus after promax 
rotation. In the 3 factors solution F1 shows large loadings from the Neuroticism-
anxiety dimension, a moderate loadings from Dep, and a negative loading from extra-
version. The second factor is determined largely by Es, and includes the sensation 
seeking scales, and a secondary loading of Rbb. Aggression is the major marker of the 
third factor. Anger, TAB, and Rbb have their largest loadings on this factor. Extraver-
sion shows a moderate secondary loading on the third factor as well. The first factor 
can be identified with the Anxiety / Neuroriticsm/ BIS / Harm-Avoidance dimensions. 
The second factor has features of Impulsive Sensation Seeking / Impulsivity-BAS/ 
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Psychoticism/ Novelty seeking dimensions. The interpretation of the third factor, as 
expected, is less straightforward. We discuss this factor in detail below. The third fac-
tor shows moderate correlations with F1and F2, whereas F1 and F2 are practically 
independent. 
 

Table 3.6 

Factorial solutions (Promax rotation) 

 Three Factors  Two factors 
 F1 F2 F3  F1 F2 

Depression 0.405 0.057 -0.004  0.404 -0.002 
Anger 0.291 -0.170 0.545  0.498 0.145 
TAB 0.164 -0.047 0.506  0.335 0.253 
Anxiety 0.921 0.063 0.046  0.943 -0.036 
Neuroticism 0.915 0.062 0.082  0.955 -0.012 
Somatic anxiety 0.706 0.044 0.026  0.725 -0.038 
Exttroversion -0.535 0.061 0.491  -0.395 0.437 
Disinhibition 0.003 0.565 0.200  -0.036 0.721 
Experience seeking 0.139 0.905 -0.208  -0.072 0.705 
Boredom suscep. 0.064 0.559 0.277  0.053 0.749 
Thrill and ss -0.134 0.597 -0.051  -0.253 0.566 
Rule breaking 0.089 0.226 0.503  0.213 0.552 
Aggressive behavior 0.138 -0.106 0.674  0.373 0.294 

Factor correlations 

       
F2 -0.048    0.245  
F3 0.349 0.499     

  
 
In the two factors solution, the third factor merges with the first, and E and Rbb have 
primary loadings on the second factor. In this solution, F1 contains different expres-
sions of general emotionality and behavioral inhibition, whereas F2 comprises 
expressions of behavioral activation.  

Both models show an excellent fit to the data, according to the RMSEA, i.e., 0.034 
and 0.035 for the 3 and 2 factor solutions, respectively.  The AIC can be used to com-
pare the fit of the models to the data. The AIC was 1543833 for the 3 factor solution, 
and 1546494 for the 2 factor solution, indicating that, although the 3 factor solution 
contains 11 additional parameters, it provides a better and more parsimonious explana-
tion of the covariance structure of the personality traits.  

Table 3.5 shows the proportion of variance explained in the 2 and 3 factor models 
of the latent level factors (R2). The comparison of both columns shows how the switch 
from 3 to 2 factors reduces considerably the explained variance of the indicators of the 
third factor, especially that of Agg, E and Ang. Taken together, the 3 factor solution 
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provides a better explanation of the variances and covariances of the present personal-
ity variables.  

Table 3.7 shows three alternative 3 factor solutions obtained with SPSS. The first 
one shows the promax rotated structure obtained from the correlation matrix across 
initial levels estimated by Mplus. The main difference between the SPSS and the 
Mplus solutions, in this case, is that the latter controls for the effect of age in the co-
variation across traits in the confirmatory model, whereas the former does not. The 
second one shows the promax rotated factor structure obtained from factor analyzing 
phenotypic scores averaged across surveys. The last solution represents the most 
common kind of structure reported in the literature, and it is that obtained from a sin-
gle pool of cross-sectional data, that of 1991. In the first solution, when compared to 
the structure obtained from the CFA, we observe complex patterns for Ang, TAB, E 
and Agg. Ang and TAB have comparable loadings in F1 and F2, E shows similar 
loadings on the 3 factors as well as Agg. Furthermore, all variables, except Dep, show 
moderate to high loadings on F3. A similar complex structure can be observed on the 
second solution, with even larger loadings of the Anxiety/ Neuroticism dimension on 
the third factor. The last solution shows a slightly different pattern, in which F1 and 
F2 could be identified with the previous F1 and F3, respectively. However all vari-
ables with large loadings on F1 also show moderate to large loadings on F2.  
The SPSS solutions illustrate how the choice of the method used to analyze longitudi-
nal data, or the decision to analyze exclusively cross sectional data can greatly affect 
the interpretation of the results. The part of the solution most affected by it is the na-
ture of the third factor, and its possible differentiation from the Anxiety/Neuroticism 
and Impulsivity/Psychoticism dimensions. The pattern of loadings from E on the sec-
ond and third factors also varies considerably across methods.  
 

DISCUSSION 

We have shown how the combination of SEM and EFA of longitudinal data can serve 
to clarify the factor structure of a pool of personality traits. In addition, we have dem-
onstrated how the structure, especially of the third factor, can be affected by the 
longitudinal nature of the data used and the data analysis strategy. In the present paper, 
repeated measures in a time interval of 11 years on 13 personality variables were ana-
lyzed. We used a confirmatory factor model to isolate individual differences 
independent of intra-individual changes over time, and inter-individual differences due 
to age. Those individual differences were considered to express mainly “trait-like” 
variance, i.e., the variance that is the focus of trait theories of personality. The results 
of the higher order factor model showed that 3 latent factors or personality types are 
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required to adequately explain individual differences in personality, as assessed in this 
study.  
 

Table 3.7. 

SPSS solutions  

 
Three Factors 

from the correlation matrix 
of the Interceptsa  

Three factors extracted 
from averaged 

phenotypes 
across surveys 

Three factors extracted 
from factor -analysing 

exclusively cross- 
sectional data from 1991 

 F1 F2 F3  F1 F2 F3  F1 F2 F3 

Depression .411 -.035 .016  .683 .009 .329     
Anger .484 -.146 .488  .431 .172 .515  .469 .625 .125 
TAB .350 -.156 .323  .305 .148 .515  .430 .463 .219 
Anxiety .942 .053 .320  .889 .058 .526  .805 .432 .086 
Neuroticism .931 .155 .481  .855 .128 .586  .876 .477 .107 
Somatic anxiety .707 .114 .369  .656 .091 .409  .610 .324 .092 
Exttroversion -.361 .381 .317  -.371 .364 .173  -.259 .221 .414 
Disinhibition .060 .785 .575  .024 .703 .366  .089 .331 .627 
Experience seeking .057 .829 .281  .039 .644 .176  .119 .158 .536 
Boredom suscep. .157 .710 .491  .110 .553 .383  .183 .320 .571 
Thrill and ss -.174 .769 .508  -.191 .687 .163  -.122 .170 .549 
Rule breaking .251 .667 .790  .203 .488 .498  .221 .512 .371 
Aggressive behavior .354 .546 .974  .375 .410 .805  .437 .915 .357 

Factor correlations 

            
F2 .014    -.007    .456   
F3 .296 .562   .487 .450   .053 .430  

aSee appendix I 

 
With respect to the factor solution itself, the interest of the debate here is not so much 
to decide if 2, 3, 4 or 5 factors are necessary to explain temperament differences, as 
this has been discussed in detail in the past, and it is generally agreed that the number 
of factors, and the type of factors will vary depending on the purpose of measurement 
(prediction, diagnosis, or theoretical interest), as well as on the measurement level 
(behaviours, habits, personality, temperament). Five, four, or three factor models are 
the most generally accepted solutions. Furthermore, the number of factors extracted 
and their nature is directly a result of what is put into the analysis. Of greater interest 
here is the nature of the actual factors detected, and their identification with the theo-
retical factors entertained by biological theorists. In this respect, the present solution is 
particularly useful, as it was based on a large amount of information, and using a 
methodology that uses that information to arrive at an accurate assessment of trait-like 
individual differences. This ensures that the correlations due to unstable components 
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of behavior, developmental changes, or measurement error were corrected. The most 
striking feature of the final 3 factor structure is the clarity of the composition of the 
third factor, especially when compared with the SPSS solutions, which were extracted 
with alternative strategies that are more in line with the usual practice. 

In view of the pattern of loadings observed, the first of the 3 factor solution can be 
identified with the Neuroticism/Anxiety/BIS/Harm Avoidance dimensions. The 
second factor can be labeled as the Impulsivity/ Impulsive Sensation Seeking/ Psy-
choticism/ BAS dimension.  Finally, the third factor can be interpreted as a 
combination of characteristics of the dimensions of cooperativeness/FFS from Clon-
inger’s and Gray’s theoretical frameworks. In the two factor solution, both first and 
third factors merge to form a general negative emotionality or behavioral inhibition 
factor identified with the negative emotionality/Anxiety-BIS dimension, whereas the 
F2 maintains most of the characteristics of the previous second factor identified with 
behavioral activation and the psychoticism/Impulsivity-BAS dimension.  

Although the interpretation of first and second factors seems quite straightforward 
and in concordance with Zuckerman’s previous research (Zuckerman, 1991), the iden-
tification of the third factor is less clear and open to debate. Considering that Agg, 
Rbb, Ang, and TAB are the markers of this factor, and leaving out the theoretical di-
mensions already identified with the first two factors, two theoretical designations 
appear possible for the third factor. The first one is Cloninger’s cooperativeness. In 
this interpretation, emotions and behaviors associated with the third factor would be 
categorized as related to character rather than temperament, as mainly environmentally 
determined, and as closely related to ontogeny and learning processes. Cloninger et al. 
(1993) define this dimension as the reflection of individual differences in people’s 
ability to  identify with others. The third factor could represent the negative pole of 
cooperativeness, if one interprets it as negative behavioral and emotional reactions to 
others, rather than just the inability to relate with others.  A second plausible theoreti-
cal identification for the third factor is Gray’s FFS, i.e., bound to unconditioned 
responses, and the recognition and manifestation of basic emotions controlled by the 
amygdala. This interpretation is consistent with Zuckerman’s studies in which meas-
ures of anger, aggression, hostility, and lack of inhibitory control form a coherent 
cluster within the N+ and P+ quadrant (Zuckerman, 1991; Zuckerman et al., 1988). 
Zuckerman interprets this cluster as a different kind of negative emotionality, distin-
guishable from Neuroticism/Anxiety. When Zuckerman et al. (1988; Zuckerman et al., 
1991) extracted a more reduced factor solution the Neurotic/anxiety factor and the 
anger/hostility factor merged into a single general emotionality factor, as it was the 
case in the present study.   
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We have interpreted the two factor solution as composed by two general factors of 
behavioral inhibition and behavioral activation. However, the presence of Ang, TAB, 
and Agg in the first factor might call for a refinement in the definition of that factor, 
and may even the question of the convenience to actually merge F1 and F3 in a two 
factors solution. According to Gray (1987), the responses to conditioned and uncondi-
tioned stimuli, although both related with punishment, can be radically different. 
Whereas the BIS induces inhibition and a nervous stop of any kind of behavior, the 
FFS provokes the activation of aggressive approach, defensive attack, or the attempt to 
escape.  Both systems also differ in the kinds of emotions with which they are associ-
ated. The BIS is related with anxiety and negative affect, whereas the FFS is 
associated with rage and panic. Gray (1987) demonstrated that anxiolytic drugs reduce 
anxiety and passive avoidance, but not flight behavior. 

A possible theoretical point of conflict with respect to the interpretation of the 
third factor as the FFS comes from the prediction of Gray (1987) that the BIS inhibits, 
when necessary, ongoing behaviors activated by any of the other two systems, i.e., 
BAS or FFS. Thus, some authors (Diaz & Pickering, 1993) would expect a negative 
correlation between F1 and F2 and F3, and a positive correlation between F2 and F3. 
However, as explained by Gray (1987), this interaction between the systems concerns 
the resolution of the approach-avoidance conflict that a given individual suffers when 
confronted with a situation with multiple stimuli, which activate multiple systems. The 
resolution of this conflict and consequent behavior displayed in that situation will 
depend on the trait levels of that individual and the intensity of each stimulus, consid-
ering that the activation of the BIS can inhibit the activation of the other systems. 
However, the trait levels of a given person on any of the three systems are independent 
and therefore individuals with an overactive BIS (high anxiety) are not necessarily 
expected to tend towards an under-active BAS (low impulsivity). 
From the point of view of Eysenck’s theory (1991; 1985), and Heath et al.’s (1988) 
results regarding the multidimensionality of P, the F3 might be interpreted as impul-
siveness, and the F2  as aggressive-unsocialized sensation seeking. Both factors would 
be considered sub-traits of Psychoticism. The next logical prediction would then be 
that those two factors should merge in a two factor solution to form a Psychoticism 
factor. However this is not the case, as in the two factor solution, except for rule 
breaking behaviour, the rest of the markers of the third factor –aggressive behaviour, 
anger and Type A- have their principal loadings on the first factor of negative emo-
tionality. 

A puzzling result in the factor structure is the position of Extraversion in the factor 
space. E shows a complex pattern with loadings of similar size, but opposite sign in 
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more than one factor, in the 3 and 2 factor solutions. Extraversion is a primary dimen-
sion that has been replicated in studies of the structure of personality (Aluja, Garcia, & 
Garcia, 2004; Zuckerman, 1991). The E factor has not been obtained in the present 
study. This may be because no other indicators such as sociability or activity were 
included in the pool of variables. However, its complex pattern of loadings suggests 
that it is not a unidimensional measure. The negative loading of E on the F1 was ob-
tained in previous studies. N and E are not orthogonal as Eysenck defined them, as 
they seem to be negatively correlated (Diaz et al., 1993; Matthews & Gilliland, 1999; 
Zuckerman, 1991): introverts are more likely to show high scores in anxiety and neu-
roticism than extroverts. According to Eysenck (1985) and Gray  (1987), we would 
expect a positive loading of E on F2. However, Eysenck renounced to the dual nature 
of extraversion, and shifted all the impulsivity items either to the P scale, or deleted 
them. Thus, Extraversion is more related to sociability and agreeableness than to im-
pulsivity or sensation seeking. Eysenck (1982) showed that the correlation between 
impulsivity and sociability was mostly due to environmental factors, and  both traits 
might be well considered genetically distinct. Eysenck’s suggestion was later sup-
ported by Heath et al. (1989) in a genetic analysis of the EPQ. The authors showed 
that family resemblance in extroversion was mainly explained by non-additive genetic 
variance, whereas family resemblance in psychoticism was exclusively explained by 
shared environmental factors. The original rotation of Eysenck’s axes proposed by 
Gray was based on the EPI, where the extroversion scale still comprised impulsivity. 
Thus, the absence of a loading of E on the second factor is in theory expected. How-
ever, consistent with results from previous studies (Zuckerman et al., 1996), the 
correlations (see appendix I) suggest that E is as related to the markers of F2 as it is to 
the markers of F3. The loading of E on F2 of the SPSS solutions suggests that the 
correlation between E and the SS scales is mostly due to age.  

We can offer two explanations for the loading of E on the third factor: 1) Gray 
(1987) argues that Extroverts are both hardly conditioned to fear responses, and more 
easily conditioned by rewarding unconditioned stimuli. According to Eysenck (1982), 
extraverts, because of their low arousal and poor conditioning capabilities, would have 
difficulties forming conditioned responses that are reflective of a conscience. In other 
words, they are more likely to behave in an un-socialized manner. If we interpret the 
third factor as a possible outcome of the FFS, a positive relationship between this fac-
tor and extroversion makes theoretical sense, as the FFS leads responses to 
unconditioned stimuli and to aggressive responses characteristic of un-socialized be-
havior. 2) The second explanation is related to the identification of the third factor 
with Cloninger’s cooperativeness. For Cloninger, Cooperativeness reflects individual 
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differences in identification with and acceptance of other people. According to Ey-
senck, extroverts are more often exposed to social situations. If the third factor is 
identified with the negative pole of cooperativeness, the positive loading of E implies 
that extroverts are more likely to suffer angry and hostile emotions, and react aggres-
sively, than introverts in social situations.  

The resolution of the controversy surrounding the “third factor” of personality is 
one step closer with the results of the present study due to the information obtained 
from longitudinal data through the modeling of intra and inter-individual differences 
over time. Whether this third factor is indeed a consistent personality type, and 
whether it is more consistent with Gray’s or Cloninger’s theoretical frameworks is a 
subject for further research. A combination of both might also be plausible given the 
large negative correlation between Agg-Host and cooperativeness (Zuckerman et al., 
1996). 

The results of the measurement-growth models showed that most personality vari-
ables show a negatively accelerated decrease in mean levels over time and age. That 
is, trait levels decrease over time, but the rate of decrease gets less steep with aging. 
Most of them show moderate (0.301) to high (0.852) stability coefficients that de-
crease with larger time intervals, but seem to increase again when individuals reach 
middle age.  

The residual variances of the majority of shape factors were significant, which means 
that there are individual differences in change over time that are not explained by age. 
However, the sizes of the residual variances were small compared to those of the level 
factors. To test if this variability could produce a significant change in rank order that 
could affect the intercorrelations across variables, we re-estimated the model changing the 
coefficients of the shape so that the initial level was fixed in 1997 instead of in 1991 (coef-
ficients -3 -2 -1 0 1 2). This resulted in negligible changes in the factor structure, which did 
not affect the interpretation of the solution.  This is expected, given the implication of the 
growth curve models that the shape of the change is equal across individuals, while allow-
ing for quantitative differences (Hertzog et al., 2003).  

In general, the results of the growth models and the age moderation show that, al-
though there is a large amount of stability over time in personality, the amount of 
intra-individual change is not negligible, and should be taken into account.  
The present modeling strategy also made possible to correct inter-trait-correlations for 
possible deviations due to variations in the inclusion of different questionnaires in 
different surveys. E.g., it might be that variables measured by the ABV correlated 
more strongly with the variables measured by the SBL than with the variables meas-
ured by the YASR, because the former two were measured in the same surveys. The 
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estimation of an initial level latent factor regressed by age can be mathematically 
compared to the regression of all scores to the score that they would have showed if all 
of them had been measured at the same time and the same age. This kind of bias in the 
correlations might especially affect the solution when repeated measure scores are 
averaged to obtain a single score for factor analysis (see table 7). 
 

LIMITATIONS AND FUTURE DIRECTIONS  

A limitation of the present study is the relatively small pool of variables, especially with 
respect to Extroversion. The inclusion of new measures of sociability or activity might 
clarify nature of E. The inclusion of some indicators that represent the positive and nega-
tive poles of the third factor, i.e. responsibility, restraint, rage, or hostility may well help to 
further resolve this factor.  

The third factor estimated in the present study, might be associated with several so-
cially relevant factors, from delinquent behavior to health outcomes, such as coronary 
heart disease (Chang, Ford, Meoni, Wang, & Klag, 2002; Eaker, Sullivan, Kelly-Hayes, 
D'Agostino, & Benjamin, 2004; Slaton, Kern, & Curlette, 2000). The first factor has been 
studied extensively, because of its relationship with several emotional disorders. The third 
factor might comprise emotions of a different nature and origin. We speculate that the 
disorders or deviant behaviors that result from these emotions are less socially accepted 
and attract less attention, and less research or theoretical interest (DiLalla, 2002). Accord-
ing to Eysenck (1991; 1992a) and Zuckerman (1992), the relevance, coherence, and 
independence of a personality type can not be determined exclusively with factor analysis. 
Whether the third factor constitutes a basic personality type, should be addressed through 
the study of the biological basis of the cluster of traits that form the factor, and their pre-
dictive validity. There should be a basic common biological and/or genetic mechanism 
underlying individual differences on the cluster of traits, which differs from that of other 
personality types. The combination of traits that defines the third factor should also predict 
socially relevant phenomena, which differ from those predicted by other personality types. 

Previous studies have addressed the genetic and environmental basis of anger, type A 
behavior, and aggression (Ligthart, Bartels, Hoekstra, Hudziak, & Boomsma, 2005; Sims, 
Boomsma, Carroll, & Hewitt, 1991). Sluyter et al. (2000) found common genetic variance 
across measures of anger, hostility, and aggression. In a recent publication Keller and col-
leagues (Keller, Coventry, Heath, & Martin, 2005) replicated and discussed the evidence 
for additive genetic effects in major personality traits, and stated that “high levels of non-
additive genetic variation suggest that personality has probably not been neutral to selec-
tion” (p.716). Thus, evidence from behavior genetic studies might tip the balance towards 
a more biological explanation of the third factor, such as that of Gray’s FFS.  
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Nonetheless, biological bases of basic personality factors are rather uncertain. Over the 
years researchers used a variety of strategies to study the biological bases of personality, 
from experimental psychology with physiological measures (Eysenck, 1997; Gray, 1987), 
to the study of genetic markers (Gillespie, Cloninger, Heath, & Martin, 2003; Heath et al., 
1994). But the results remain rather equivocal, as positive results are rarely replicated 
(Herbst, Zonderman, Mccrae, & Costa, 2000; Matthews et al., 1999). Zuckerman (1991; 
Zuckerman et al., 1991) argued that the physiological measures employed are not suffi-
ciently precise, and are more measures of states than of traits. He emphasized that the role 
of the enzymes, which regulate the production and degradation of neurotransmitters, and 
ensure the return the system to a homeostatic level, may be more essential than the fluctu-
ating levels of the neurotransmitter activity, which are more sensitive to a given situation. 
On the other hand, these studies do not sit well with the very definition of personality, as 
they associate single assessments, either from experimental settings or from question-
naires, with biological measures, without taking into account age differences or change 
over time. As it has been stated, human significant behaviors are organized in a hierarchi-
cal fashion, and only the high levels of the hierarchy are likely to show consistent 
relationships with biological systems. We contend that both the theory (Eysenck, 1991), 
and the research methods should take into account the fact that personality changes over 
time and with age. Individual differences in personality that remain after accommodating 
those changes can be considered as manifestations of the personality types in the higher 
levels of the hierarchy defined by Eysenck.   

Behavior genetic studies of the causes of individual differences is moving more and 
more towards the study of gene-environment (Purcell, 2002; Purcell & Sham, 2002) and 
gene-gene interactions (Eaves, Heath, Neale, Hewitt, & Martin, 1998; Keller et al., 2005; 
Reuter, Schmitz, Corr, & Hennig, 2005), as behavior is the result of a constant interplay 
between genetic and environmental effects. The identification of the basic factors that 
explain differences in behavior may require the acknowledgement of the dual nature of 
behavior. Individual differences in human behavior are characterized by a stable compo-
nent, and by a component that changes over time and situations; they are explained by 
genetic diversity, and by variation in environmental circumstances. The study of personal-
ity should benefit from longitudinal studies that incorporate different family members. 
Statistical models that separate variance due to stability and variance due to change, and 
variance due to genetic differences and environment for several personality measures are 
available thanks to the advances in statistical modeling. Only through longitudinal family 
studies, while employ the appropriate methodology, it is possible to study reliably the 
possible biological and physiological bases of personality traits as defined by biological 
theories of personality.  
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Chapter 4 
 

GENETIC AND ENVIRONMENTAL INFLUENCES  
ON TYPE A BEHAVIOR PATTERN:  
EVIDENCE FROM TWINS AND THEIR PARENTS  
IN THE NETHERLANDS TWIN REGISTER 

 

Irene Rebollo & Dorret I. Boomsma 
This Chapter is based on: Rebollo, I. & Boomsma, D.I. (In Press). Genetic and Environmental influences 
on Type A Behavior Pattern: Evidence from twins and their parents on the NTR. Psychosomatic medicine.
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Background: There is a dose response positive relationship between Type A Behavior 
(TABP) and cardiovascular disease related symptoms. Estimates of heritability for 
TABP from previous studies vary; this might be explained by limitations in the sizes 
and compositions of the samples. 

Methods: This study combines: a large sample size, twin and parental, data from 
males and females, two generations of young adults and older adults, and the use of 
SEM (Structural Equation Modeling) and FIML (full information maximum likeli-
hood) estimation. 

To asses TABP the Jenkins Activity Survey (JAS) was collected from MZ and DZ 
twins and their parents (N=1670 twin families). Structural Equation modeling is used 
to evaluate and estimate the effects of additive and non-additive genetic effects, non-
shared environmental effects, and competitive sibling interaction.  

Results: 45% of the variance in TABP was due to genetic factors, (28% were addi-
tive and 17% were non-additive). The remaining 55% of the variance was explained 
by environmental factors not shared by the members of the same family. Competitive 
sibling interaction effects were not significant. There was no evidence of sex differ-
ences either in variances or means.  

Conclusion: Understanding the sources of variance on TABP is important for ther-
apy and prevention. According to the present results the relevant environmental 
factors for the development of TABP are not shared by the members of the same fam-
ily. The genetic portion of the variance is also worth to consider for therapeutic 
purposes. Although the genetic code can not be altered, its effects on behavior may be 
modifiable through the treatment of the biological mediators 

 

INTRODUCTION 

The Type A Behavior Pattern (TABP) was defined by Rosenman and Friedman (1974) 
to describe a behavioral style to cope with stressful situations in life. The original con-
cept comprises physical, psychological as well as behavioral characteristics. These 
include anger, hostility, aggressiveness, competitiveness, time urgency, behavioral 
alertness, impatience, loud voice, facial muscle tension, achievement motivation or 
work involvement. Several studies tried to demonstrate that TABP increases the risk 
of cardiovascular and coronary heart disease (CVD and CHD) (e.g. Matthews & 
Jennings, 1984; Rosenman, Friedman, & Strelau, 1964; Zyzanski, Wezesniewski, & 
Jenkins, 1979). An accumulation of contradictory results raised some doubts about the 
reliability of TABP to predict CHD incidence (Matthews, 1988; Siegman & Dem-
broski, 1989). Recent research has tried to solve the controversy by studying different 
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components of TABP and outcome CHD or CVD as well as related symtoms and pre-
cursors (i.e. blood pressure (BP), angina pectoris, heart rate period and variability, 
atrial fibrillation or hypertension) (Chang et al., 2002; Eaker et al., 2004; Kawachi, 
Sparrow, Spiro, Vokonas, & Weiss, 1996; Palmero, Diez, & Asensio, 2001; Sloan et 
al., 2001; Williams et al., 2000; Yan et al., 2003). When sex differences and age ef-
fects are taken into account and large samples are employed, most studies find dose 
response positive relationships between Type A related characteristics and cardiovas-
cular disease related symptoms. It is suggested that type A behavior pattern might 
predispose people to suffer coronary disease through both unhealthy daily lifestyle 
behaviors –obesity, alcoholism, social isolation, smoking- and pathophysiological 
effects –higher blood pressure and heart rate responses, hypercortisolemia, high circu-
lating catecholamines and increased platelet reactivity- (Rozanski, Blumenthal, & 
Kaplan, 1999; Shah, White, White, & Littler, 2004).  

The relationship between TABP and health is of great importance as it can have 
therapeutic implications (Kawachi et al., 1998; Rozanski et al., 1999; Shah et al., 
2004). Two meta-analyses (Linden, Stossel, & Maurice, 1996; Nunes, Frank, & Korn-
feld, 1987) have found that psychosocial interventions can reduce mortality and 
morbidity associated with coronary heart disease. But to be able to modify a given 
behavioral or psychological characteristic it is necessary first to understand what 
causes variation among individuals. Behavioral genetics research can help to disen-
tangle the different genetic and environmental sources of variance on Type A 
Behavior (Siegman & Smith, 1994).    

Previous twin studies have explored the genetic and environmental influences on 
TABP (Carmelli et al., 1988; Duffy et al., 1994; Koskenvuo, Kaprio, Langinvainio, 
Romo, & Sarna, 1980; Matthews & Krantz, 1976; Meininger, Hayman, Coates, & 
Gallagher, 1988; Pedersen et al., 1989; Rahe, Hervig, & Rosenman, 1978; Raynor, 
Pogue-Geile, Kamarck, McCaffery, & Manuck, 2002; Tambs, Sundet, Eaves, & Berg, 
1992).These studies tend to find significant heritability estimates with values around 
.40, but point estimates are quite variable ranging from .032 (Koskenvuo et al., 1980) 
to .62 (Duffy et al., 1994). This variability of results can be due to differences in the 
study design, the assessment instrument, or the composition of the samples. Some 
authors have suggested that heritability might be larger for interview measures than 
for self reports (Carmelli et al., 1988). Koskenvuo (Koskenvuo et al., 1980) showed 
that heritability estimates are markedly larger in younger samples. Given that TABP is 
considered a coronary prone behavior, it is worth to take into account the well known 
sex differences existent in CAD (Coronary Artery Disease) incidence. These differ-
ences could be due to sex differences in the biological and/or environmental factors 
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influencing TABP. Some factors that have been suggested as possible sources of sex 
differences are protective effects of estrogens in women, or unhealthier life style in 
men (Rozanski et al., 1999). However, the majority of studies on the heritability of 
TABP only include males in their samples (Bortner, Rosenman, & Friedman, 1970; 
Carmelli et al., 1988; Koskenvuo et al., 1980; Meininger et al., 1988; Rahe et al., 
1978; Sims et al., 1991). Four studies included male and female twins, but only two of 
them studied sex differences in the genetic architecture systematically. Pedersen et al. 
(1989) found no sex differences in heritability estimates for the Framingham ques-
tionnaire, while Tambs et al. (1992) found larger heritability estimates for females on 
the JAS (Jenkins Activity Survey).  

Large differences between MZ and DZ twin resemblances and DZ correlations 
close to zero are a common finding across studies of TABP and related traits. This 
pattern of results can be explained by the presence of non-additive genetic effects, 
competitive sibling interaction or unequal environments for MZ and DZ twins (Loehlin, 
1986), but few studies have considered the presence of such effects (Duffy et al., 
1994; Sims et al., 1991), and none of them had sample sizes large enough to have 
power to detect either dominance or sibling interaction effects (Rietveld, Posthuma, 
Dolan, & Boomsma, 2003).  

The present study is intended to disentangle the sources of variance on TABP. 
Data from a large sample of 1670 twin families are analyzed which provides strong 
statistical power; male and female MZ and DZ twins, and opposite sex DZ twins are 
included, and sex differences are explicitly tested. The addition of parental data into 
the study increases the power to detect and distinguish between additive genetic and 
dominance genetic effects and competitive sibling interaction effects -under the as-
sumption that the same genes are expressed in both generations-.  

 

METHOD 

Participants and Procedure 
Participants were registered by the Netherlands Twin Register (NTR), kept by the 
Department of Biological Psychology at the Vrije Universiteit in Amsterdam. 
They are part of the adolescent and adult cohort that was recruited through the city 
councils in 1990-1991. They participate in longitudinal survey studies roughly 
every two years. The data analyzed here were collected in the 1991 survey. Ques-
tionnaires on health and lifestyle were sent by mail to 2375 families who were 
willing to participate (Boomsma et al., 2002). Completed questionnaires were re-
turned by 1670 families.   
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The complete sample consists of 1670 families for which data on the phenotypes 
of the twins and their parents were collected in 1991: 270 MZM (Monozygotic 
Males), 253 DZM (Dyzigotic Males), 372 MZF (Monozygotic Females), 294 DZF 
(Dyzigotic Females), 481 DOS (Dyzigotic Opposite sex). There are complete data for 
1289 families. For 1605 families there are data for both members of the twin pair. In 
62 families data from one of the twins is missing. For 1334 there are data for both 
parents, and for 271 families data for one of them is missing.   

The mean age of the twins was 17.72 (S.D. = 2.37, range = 12-25 years). The 
mean age of the parents was 46.67 (S.D. = 5.49, range = 35-71 years). 

 Zygosity for 314 same sex pairs was based on DNA polymorphisms, and for the 
remaining  pairs zygosity was assigned by discrimination analysis using questionnaire 
items (see Boomsma et al., 2002 for further details). The correspondence between 
DNA and questionnaire based zygosity was 97%.  

The Ethics Committee of the Vrije Universiteit University Hospital approved the 
study. 

 

Measures 
The Dutch adaptation of the JAS (Jenkins Activity Survey) (Appels et al., 1985; Ap-
pels et al., 1982) was used to measure TABP. The JAS is one of the most widely used 
instruments to measure TABP across twin and family studies because it is a reliable 
instrument with a reasonable amount of items to apply to a large sample. The reliabil-
ity of the Dutch adaptation measured by the alpha coefficient was .84. The test retest 
reliability after 6 months was .91. The questionnaire comprises 24 items that give an 
overall score on TABP. At the moment of collection of the data the Dutch translation 
of the JAS did not include subscales as their validity had not been established (Appels 
et al., 1985).  
 

ANALYSES 

Structural Equation Modeling (SEM) 
Analyses are conducted using SEM as it permits the simultaneous analysis of multiple 
groups, and the possibility of imposing parameter constraints across groups. The sta-
tistical software package Mx was used for this purpose (Neale et al., 2003). To be able 
to use all the data available even when some member of the family was missing, Full 
Information Maximum Likelihood estimation (FIML) with raw data was used to fit the 
models. Twice the negative log-likelihood (-2LL) of the data for each family is calcu-
lated, and parameter estimates are produced that maximize the likelihood of the raw 
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data. Submodels were compared using a likelihood ratio test computed by subtracting 
-2LL for the restricted nested model from that for the baseline model 

( ( ) ( )10
2 22 LLLL −−−=χ ). The resulting test statistic has a 2χ -distribution with 

degrees of freedom equal to the difference of the degrees of freedom (DF) between the 
two models.  

The fit of the genetic models is evaluated relative to the fit of a saturated model, 
were the covariance matrix and the mean structures are estimated without any restric-

tion. The saturated model reproduces the data perfectly and thus, a significant 2χ  

difference between the saturated model and a genetic model means that the genetic 

model does not fit the data adequately, whereas a non-significant 2χ  value means that 

the model provides a good fit to the data. Given the large sample size, an α value of 
.01 was used.  

The saturated model was used as a reference to test for (1) age and sex effects on 
the mean levels of TABP; (2) differences in variance across generations; and, (3) the 
presence of assortative mating (i.e. a significant association between TABP of 
spouses).  

 

Genetic Modeling 
The path diagram in Figure 4.1 represents the general genetic model that is being 
tested. The diagram represents an “ADEi” model for an opposite-sex twin pair and 
their parents where the first born twin is a male and the second born twin is a female. 
The variance of TABP is explained by additive genetic factors, dominance genetic 
factors and environmental factors not shared by the members of the same family. At 
first, different parameters are estimated for males and females. Given that the DZ cor-
relations were less than twice the MZ correlations, the shared environment was left out 
of the model, and dominance genetic effects were modeled instead, as their presence is 
consistent this pattern of correlations. 

It is assumed that the amount of variance explained by each component is propor-
tional in the parental and offspring generations. The parameter γ is placed in the model 
to account for any differences of variance between them. Resemblance between 
parents and offspring is explained by the additive genetic variance that they share. In 
the absence of assortative matting, each parent shares with each twin 50% of the addi-
tive genetic variance.  

DZ twins resemble each other because they share 50% of their genetic variance, 
inherited from their parents. They also share 25% of the dominant genetic variance. 
MZ twins share the totality of both, the additive and the dominant genetic variance. 



Genetics of Type A Behavior 

 91 

Thus, the model for the MZ twins includes an additional correlation of 0.5 (not de-
picted in the figure) between their additive genetic factors (A); this 0.5 plus the 0.5 
shared through the parents adds up to 1.0. Additionally, in the model for the MZ 
twins, the correlation between the dominance genetic factors (D) equals 1.0 instead of 
0.25.    

 

 

Figure 4.1 Parent-offspring genetic ADEi model 

The figure represents an opposite sex DZ pair where the first born is a male and the second born is a 
female. Measured phenotypes are represented into rectangles: Twin1-first born, Twin2-second born, 
Mother, and Father. Latent variables representing sources of variance are depicted into circles: A-
Additive genetic effects, D-Dominance genetic effects, E-Non-shared environment. γ- represents the sca-
lar parameter to account for the difference in variance in the parental generation. Path coefficients with 
the subscript m are those for males, and the subscript f is for female parameters. The arrows connecting 
the twins represent the sibling interaction parameter, i3 in the diagram is the sibling interaction for oppo-
site sex twin pairs; i1 would be the interaction parameter for males, and i2 for females. Parents and 
offspring are connected by paths with a .5 that represents the 50% of genetic variance that they share.  

 
The phenotypes of the twins are connected through reciprocal paths in the diagram. 
Those paths and their corresponding parameters represent the direct phenotypic effects 
that the twins have on each other, that is to say sibling interaction effects. Competitive 
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sibling interaction effects imply that the twins interact or influence each other in such 
way that their phenotypes develop in opposite directions.  

This would predict DZ correlations close to zero or negative, and lower than half 
the MZ correlations. In the model tested, it is assumed that the amount of influence 
that the twins exert on each other is equal, but different interaction effects are esti-
mated for same sex male twins (i1), same sex female twins (i2), and opposite sex twins 
(i3). This allows sex differences in the amount of interaction between the twins. Fur-
ther details about the derivation of the expected variances and covariances and the 
effects of the presence of sibling interaction (Eaves, 1976) on the model expectations 
can be found in Neale and Cardon (1992).  

 

RESULTS 

The saturated model 
Tests based on the saturated model showed a significant difference in the means be-
tween parents and their offspring (χ2(1)=21.74, p<.001). The mean values estimated 
are 13.87 for the parents and 9.19 for the twins, thus the parental generation shows 
higher levels of TABP than the offspring.  

The effects of age (twins: χ2(1)=5.76, p=.016, and parents: χ2(1)=.058, p=.810) and 
sex (twins: χ2(1)=.000 p=1.000, and parents: χ2(1)=.000, p=1.000) on the means were 
not significantly different from zero for either parents or twins. Thus, mean levels of 
TABP were equal for males and females and stable across age, within each generation.    

The parental generation showed a significantly larger variance than the twins 
(χ2(6)=74.36, p<.001).  

Summary correlations and their confidence intervals (CI) are shown in table 4.1. 
The DZ correlations are lower than half the MZ correlations, and all of them have a 
lower bound close to zero or negative; this suggests the presence of dominance genetic 
effects and/or competitive sibling interaction effects. The size of the parent offspring 
correlations is indicative of additive genetic effects of roughly .20 to .30.  

The last two columns of table 1 show the correlations constrained to be equal for 
male and female pairs, and the corresponding confidence intervals. The MZ correla-
tions were not significantly different for male and female pairs (χ2(1)= .112, p=.737). 
The DZ correlations could also be considered equivalent across males, females and 
opposite sex pairs (χ2(2)= 1.033, p=.596). The joint estimate of the DZ correlation is 
still less than half the MZ correlation, with a lower bound close to zero. Correlations 
between mother and female or male twins, and between father and female or male 
twins were not significantly different from each other (χ2(3)= 2.92, p=.404). The 
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common estimate of the parent-offspring correlation was .148, and significantly dif-
ferent from zero (χ2(1)= 104.94, p<.000). The spouse correlation (.015) was not 
significant (∆χ2(1)= .311, p=.577), and thus random mating was specified in the ge-
netic models. This implies that spouses do not select each other on the bases of their 
type A personality pattern, and resemble each other as much as random individuals 
picked from the population.  

 

Table 4.1 

 Summary correlations estimated from a constrained saturated model  

 

N (pairs) Correlation 
99% Confidence 

Interval 
Correlation 

equated across sexes 

99% 
Confidence 

Interval 

MZM 270 0.493 0.396,0.578 
MZF 372 0.472 0.389,0.547 

0.480 0.398,0.555 

DZM 253 0.063 -0.063,0.188 
DZF 294 0.120 0.008,0.230 
OS 481 0.142 0.054,0.229 

0.118 0.036,0.197 

Father-Son (FS) 1259 0.117 0.059,0.176 
Father-Daughter (FD) 1483 0.178 0.124,0.232 
Mother-Son (MS) 1407 0.133 0.106,0.208 
Mother-Daughter (MD) 1678 0.157 0.078,0.187 

0.148 0.111,0.185 

Spouses 1359 0.015 -0.038,0.068   

 

Genetic modeling  
The full ADEi model provided an excellent fit to the data when compared to the satu-
rated model (∆χ2(50)=50.123, p=.469, AIC -49.87). This complete model allowed 
different amounts of variance explained by A, D and E for males and females (am

2, af
2, 

dm
2, df

2, em
2 and ef

2); sibling interaction effects where also allowed to differ for same 
sex males and females, and for opposite sex pairs (i1, i2, i3); and, variance differences 
between generations are accounted for by γ in the model. 

Departing from the estimates of this full model we tested different hypothesis. The 
model fitting results are shown in table 4.2. First, in model 2, we tested if the same 
amount of variance was explained by A, C and E across sexes, by constraining them to 
be equal for males and females. This constraint did not produce a significant decrease 
on the fit, and thus A, D and E explain the same amount of variance for males and 
females. Secondly, in model 3 the three sibling interaction effects were constrained to 
be equal for same sex male and female pairs and for opposite sex pairs. As this model 
explained the data as well as the full model, we concluded that twin pairs interact and 
influence each other to the same extent, irrespective of their gender.   

Table 4.2 
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Genetic model fitting results: First the fit of the general ADEi model is shown, and then several submod-
els are fitted and compared with the general model to test specific hypothesis 

 ∆χ2* ∆DF* p 

1. Full ADEi    
2. ADE♂=ADE♀ 7.46 3 .058 
3. i1=i2=i3 .654 2 .721 
4. D=0 21.402 2 .000 
5. A=0 105.07 2 .000 
6. i1=i2=i3=0 5.061 3 .167 
7. γ = 1 60.729 1 .000 

Final model 
ADE♂=ADE♀ 
i1=i2=i3=0 

12.472 6 .052 

* All sub-models are compared with the Full ADEi model.  

 

Models 4 to 6 were intended to test if additive and dominance genetic variance, and 
sibling interaction effects are necessary to explain differences in TABP. In models 4 
and 5 additive and dominant genetic effects were alternatively fixed to zero. In both 
cases the constraint produces a significant decrease of fit of the model to the data, 
which means that both additive and dominant genetic effects are significantly different 
from zero and thus necessary to explain the variance of TABP. In model 6 sibling 
interaction effects are fixed to zero without any significant deterioration of the fit, and 
thus interaction between siblings is not a significant source of variance on TABP.  

Finally, we tested for differences in variance across parental and offspring genera-
tions by fixing the scalar γ to 1. This model assumes that parents and offspring have 
the same variance. Model 7 fits the data significantly worse that the full model where 
the scalar is freely estimated and thus, variances of the parental and offspring genera-
tions are significantly different.  

Pooling all the previous results together we estimated a final model where familial 
resemblance is explained by additive and dominance genetic effects, no sibling inter-
action effects or sex differences are present, and the relative amount of variance 
explained by each component is proportional for parents and offspring but their total 
variances differ through the scalar parameter. This model explains the data as well as 
the full ADEi model (p= .052) and it provides a good fit to the data when compared 
with saturated model (∆χ2(56)=62.58, p=.254, AIC -49.41). According to this final 
model 28%(C.I.23,34) of the variance on TABP is explained by additive genetic fac-
tors, 17% (C.I. 10,25) by dominance genetic factors, and the remaining 54% (C.I. 
48,60) by the non-shared environment. The estimated scalar equals 1.17, indicating a 
larger total variance in the parental generation.  
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DISCUSSION 

The present study was intended to disentangle the variance of TABP, making use of a 
powerful design to surpass some of the limitations of previous studies. The results 
indicate that 45% of the variance is due to genetic factors, among which 28% are addi-
tive and 17% are non-additive. The remaining 55% was explained by environmental 
factors not shared by the members of the same family. No evidence for shared envi-
ronmental effects was found, as DZ correlations were distinctly lower than half the 
MZ correlations. Competitive sibling interaction effects were considered as possible 
explanation for this pattern of correlations but found to be non-significant.   

Age and sex did not have significant effects in the mean levels of TABP within 
each generation. However, the parental generation showed larger means and variances 
than the offspring twin generation.  

The results of the present study are closest to the two studies with the largest sam-
ple sizes published so far (Koskenvuo et al., 1980; Pedersen et al., 1989). The twin 
correlations and the estimates of the broad heritability of both studies are in the same 
range as here, and no sex differences were found by Pedersen et al.(1989) either. The 
main discrepancy is relative to the relevance of non-additive genetic effects. Kosken-
vuo et al. (1980) applied Falconer’s formula to estimate heritability, despite the DZ 
correlations close to zero. Had those authors used SEM, it is likely that they would 
have found dominance genetic effects. To explore this possibility, we reanalyzed the 
twin correlations reported by Koskenvuo et al. (1980) using SEM. The results showed 
that, for age ranges between 18 and 49, 23-32% of the variance is due to dominance 
genetic effects. However, additive genetic effects were not significantly different from 
zero, which is a symptom of lack of power to differentiate between additive and 
dominance genetic effects without the use of information from other family members.  

Pedersen et al. (1989) used SEM and considered the presence of non-additive ge-
netic effects. They analyzed data from 6 components of TABP, and found evidence 
for dominance in 3 of them. But, when dominance effects were found, additive genetic 
effects were zero and non significant, which is an indicator of lack of power to differ-
entiate between A and D in their models, probably as a consequence of the insufficient 
sample size, and the fact that they only included MZ and DZ twins. 

In the present study, the solid correlations between parents and offspring, consis-
tent for mothers and fathers, and across male and female twins, adds more support to 
the relevance of additive genetic effects on TABP, and their stability across genera-
tions. The information obtained from the resemblance between parents and their 
offspring, increases the power to distinguish between additive and dominance genetic 
effects. A reliable estimation of the dominance genetic variance, facilitates a reliable 
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estimation of possible competitive sibling interaction effects (Rietveld et al., 2003), as 
both effects increase the difference in resemblance between MZ and DZ twins. Previ-
ous genetic studies of the Type A personality and related traits have benefited from the 
inclusion of parental data, finding results consistent with the ones found here (Sims et 
al., 1991). In Sims et al.’s (1991) study the sibling interaction effects were discarded 
as an explanation of the low DZ correlations when parental data where taken in con-
sideration. 

 Other studies have explored the familial aggregation for TABP beyond the classic 
twin design. Tambs et al. (1992) studied 150 families of MZ twins, their spouses and 
children. Consistent with the literature and our own results, their estimate of broad 
heritability was close to 0.40, and cultural transmission could be deleted from the 
model. However, no dominance genetic effects were found.  

Previous family studies also found familial resemblance for TABP, but disagreed 
on their interpretation of their results. (Bortner et al., 1970; Matthews et al., 1976; 
Sweda, Sines, Lauer, & Clarke, 1986). None of them did any genetic modeling besides 
reporting correlations among different kinship pairs, and the largest study had 221 
families (Sweda et al., 1986).  

Generally, the pattern of correlations for twins and other family members repli-
cates with slight differences throughout studies. The estimates of broad heritability 
and the absence of shared environmental effects are also consistent throughout the 
literature. The differences come when other sources of variance are contemplated and 
more complex statistical analyses are done, where the results are more sensitive to the 
size and composition of the sample. This study has a combination of characteristics 
that increases the reliability of the results obtained: a large sample size, parental data 
added to the classic twin design, males and females in the sample, two generations of 
young adults and older adults, and the use of SEM and FIML estimation on raw data 
to make use of all the information available.  

However, TABP as measured by the JAS is a multidimensional construct that 
comprises a broad range of characteristics, from which only the emotional and attitu-
dinal components such as anger, hostility or aggressiveness actually contribute to the 
prediction of incidence of CHD (Palmero et al., 2001; Siegman, 1994c). Thus, the 
results of the present study should be replicated on these toxic components of TABP.  
Sluyter et al. (2000) explored the genetic and environmental influences on anger, hos-
tility and aggressive behavior, and  found comparable results concerning broad 
heritability estimates within 9 different indicators of TABP. However, the authors 
lacked enough power to detect dominance genetic effects as the small sample was 
composed by twins only (45MZ and 37DZ).   
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Further interesting developments could be the replication of the present results 
with older twin samples, as well as the use of longitudinal data to clarify the source of 
the generational differences.   

With regard to the implications of our results, the fact that a bit more than half of 
the variance is explained by environmental effects is valuable information for preven-
tion and therapy. But therapists and researchers should keep in mind that those 
environmental factors are not shared by the members of the same family.  

 Not only the environmental, but also the genetic portion of the variance is worth 
to consider for therapeutic purposes. The emotional component of TABP, anger, has 
been associated with a polymorphism on the tryptophan hydroxylase gene (Manuck et 
al., 1999). Moreover, Hostility has been associated with high catecholamine reactivity 
and diminished brain serotonin functions (Siegman et al., 1994). Although the genetic 
code can not be altered, its effects on behavior may be modifiable through the treat-
ment of the biological mediators. Similarly, the expression of the genes can be 
moderated by the environment e.g. gene-environment interaction or correlation.   

 Further research will extend our understanding of the specific environmental and 
genetic factors that influence the TABP and how to apply that knowledge for preven-
tion and therapy. The present study provides reliable results on which new findings 
can be built. 
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The knowledge of the causes and development of anger is still scarce. Previous studies 
on the sources of variance on TABP (Type A Behavior Pattern) related measures 
found variable heritability estimates ranging from .12 to .68, and large differences 
between MZ and DZ correlations. Some authors considered dominance genetic 
effects, competitive sibling interaction and sex differences as possible mechanisms to 
explain the results, but most studies lacked power. The present study uses a large sam-
ple of more than 2500 families, with longitudinal data from MZ and DZ pairs as well 
as their parents, to disentangle the sources of variance on anger. Model Fitting results 
showed that the sources of variance differ across sexes. For males 23% of the variance 
is due to additive genetic effects, and 26% to dominance genetic effects. For females 
34% of the variance is due to additive genetic effects, and no dominance effects are 
found. There was no consistent evidence to confirm the presence of competitive 
sibling interaction as an alternative explanation for the low correlations in DZ males. 
The focus of research on the prediction of CHD (Coronary Heart Disease) risk through 
psychological characteristics has recently changed from the multidimensional TABP 
to its emotional component: Anger. Understanding the sources of individual differ-
ences on anger can help to clarify the mechanisms that link it with CHD and its 
possible implications for treatment and prevention. 

 

INTRODUCTION 

Anger is defined by Spielberger et al. (1983) as an emotional state that consists of 
feelings of variable intensity, from mild irritation or annoyance to intense fury and 
rage. The study of the sources of individual differences in anger has focused mainly 
on the contribution of psychological factors to the development of coronary heart dis-
ease (CHD). Friedman & Rosenman (1974)identified and defined the Type A 
Behavior Pattern (TABP) as a pool of characteristics that increase the risk of CHD. As 
a multidimensional construct, TABP comprises physical components, motivational 
and cognitive aspects, behavioral tendencies, attitudes and emotions; including loud 
voice, facial muscle tension, hostility, anger, aggressiveness, achievement motivation, 
competitiveness, alertness, work involvement, or necessity of environmental control.  
A number of studies showed a significant relationship between TABP and CHD (eg. : 
Matthews et al., 1984; Obrist, 1976; Rosenman et al., 1964; Zyzanski et al., 1979). 
Subsequent research has shown that, among the multiple elements encompassed in the 
TABP, only the emotional and attitudinal components such as anger, hostility and 
aggressiveness (‘the AHA syndrome’) contribute to the prediction of CHD incidence; 
and so the focus of research has changed from TABP to hostility, and to anger (Dem-
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broski, MacDougall, Costa, & Grandits, 1989; Matthews, 1988; Palmero et al., 2001; 
Siegman et al., 1994).  

Anger has been related to several phenomena in behavioral medicine and psycho-
logical research. High levels of trait anger and internal expression have been 
associated with increases in blood pressure and induced hypertension (Crane, 1981; 
Markovitz, Matthews, Wing, Kuller, & Meilahn, 1991; Schneider, Egan, Johnson, 
Drobny, & Julius, 1996). Some studies show positive correlations between external 
expression of anger and cardiovascular reactivity in irritated patients (Engebretson & 
Matthews, 1989; Siegman, 1994b). Furthermore, high levels of anger have been found 
to be good predictors of risk to coronary disease is several studies (Atchison & Con-
don, 1993; Bishop & Quah, 1998; Chang et al., 2002; Eaker et al., 2004; Julkunen, 
Salonen, Kaplan, & Chesney, 1994; Kawachi et al., 1996; Mendes de Leon, 1992; 
Williams et al., 2000). Others have found a positive relationship between the anger 
trait and anger held in and chronic symptoms suffered by patients of posttraumatic 
stress (Lasko, Gurvits, Kuhne, Orr, & Pittman, 1994; Tschannen, Duckro, Margolis, & 
Tomazic, 1992). High levels of anger have also been associated with psychological 
disorders like anorexia and bulimia nervosa (Fassino, Daga, & Piero, 2001), or border-
line personality disorder (Nothmann, 1999). Finally, different patterns of anger 
expression have been studied in relation to socially relevant issues like criminal per-
sonality (Slaton et al., 2000), sexual offense (Dalton, Blain, & Bezier, 1998), 
aggressive behavior in adolescents (Peters, 1998), drug addiction (De Moja & 
Spielberger, 1997) or marital maltreatment (Barbour, Eckhardt, Davison, & Kassi-
nove, 1998).  

The present study is intended to explore the extent to which environmental and 
genetic factors underlie variation in trait anger. Trait anger is conceptualized as the 
frequency with which an individual experiences the emotional state of anger over time 
and in response to a variety of situations (Eckhardt, Norlander, & Deffenbacher, 
2004). Sluyter et al. (2000) studied the genetics of trait anger as a component of the 
AHA syndrome, and its relation with testosterone. Additive genetic effects explained 
25% of the variance of anger, all common to other measured traits such as TABP, 
irritability or hostility. Among the nine personality traits considered by the authors in 
an independent pathway model to define the AHA syndrome, trait anger and indirect 
hostility showed the lowest heritability estimates (respectively .25, C.I.=.07,.50 for 
anger and .23 C.I.= .04,.46 for hostility). Both anger and hostility showed quite low 
DZ correlations (.07 & -.03). Non-additive genetic effects were not included in the 
model, in spite of its possible relevance suggested by the large difference between the 
MZ and DZ correlations. 
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Carmelli et al. (1988) considered thirteen different variables in a study of the ge-
netic and environmental influences on TABP. They found low DZ correlations 
ranging from -.09 to .32. Only 4 out of 13 DZ correlations were significantly different 
from zero. Four were measures of anger (anger-in, anger-discuss, anger-symptoms and 
Framingham anger), among which only anger-symptoms showed a DZ correlation 
significantly different from zero. The heritability estimate for anger was .36, but no 
distinction was made between additive and non-additive genetic effects.   

Other studies about the sources of variance on TABP obtained similar results 
(Duffy et al., 1994; Finkel, Pedersen, Plomin, & McClearn, 1998; Koskenvuo et al., 
1980; Matthews et al., 1976; Meininger et al., 1988; Pedersen et al., 1989; Rahe et al., 
1978), with DZ correlations close to zero and heritability estimates in the order of .40 
(ranging from .12 to .68).The heritability was larger for younger samples (Koskenvuo 
et al., 1980; Meininger et al., 1988). 

Loehlin (1986) noticed the same pattern of low DZ correlations for the Thurstone 
Temperament Schedule. Loehlin proposed three mechanisms that could produce DZ 
correlations markedly lower than half the MZ correlations (Loehlin, 1986, p. 66): 

Firstly, ‘MZ twin environments may be relatively more similar than DZ twin envi-

ronments’. This could happen through a gene-environment correlation process, but 
that would appear in genetic models as genetic variance, and would still predict larger 
DZ correlations. Other authors have suggested that the DZ environment could be less 
similar than the MZ environment beyond the genetic indirect effects, suggesting some 
violation of the Equal Environments Assumption (EEA) (Meininger et al., 1988; Rahe 
et al., 1978). Some studies have found that sociodemographic factors like education, 
occupation, health behavior, or social support are significantly related with TABP 
related measures (Carmelli et al., 1988; Koskenvuo et al., 1980; Raynor et al., 2002). 
They also find that MZ twins tend to be more similar in those variables than DZ twins. 
Nevertheless, partial correlations between those sociodemographic variables and twin 
resemblance for TABP related traits, controlling for zygosity, tend to be small and 
non-significant (Raynor et al., 2002). Furthermore, adjusting the heritability estimates 
by those covariates, barely changes the results (Carmelli et al., 1988).  

Secondly, the presence of genetic dominance and epistasis could also account for 
DZ correlations lower than half the MZ correlations. Most of the above studies did not 
test for the presence of non-additive genetic effects. Three studies (Duffy et al., 1994; 
Sims et al., 1991; Tambs et al., 1992) found non-significant dominance genetic ef-
fects, and one (Pedersen et al., 1989) found that actually most of the genetic variance 
was non-additive. It must be noted that detecting dominance requires large samples, 
and preferably including pairs of varying genetic relatedness –e.g. twins reared to-
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gether and twins reared apart, full siblings, half siblings, and step-siblings- (Posthuma 
& Boomsma, 2000; Rietveld et al., 2003). Only the study by Pedersen and colleagues 
fulfilled some of those conditions.  

Secondly, sibling interaction or contrast effects occur when a high-scoring sibling 
influences the behavior of the other inhibiting his development, and thus incrementing 
the within pair difference for a given trait (Eaves, 1976). The within pair difference 
can also be increased when the twins exaggerate their differences using each other as a 
reference to define themselves.  Two studies have found significant sibling interaction 
effects on TABP measures (Duffy et al., 1994; Sims et al., 1991). However, in order to 
reliably detect a relatively large interaction effect (-.20) with the classic twin design, at 
least 300 twin pairs are necessary (Rietveld et al., 2003). Neither Duffy’s or Sims’ 
studies fulfilled this condition and thus, in their results, additive and dominance ge-
netic effects and, dominance and sibling interaction may be confounded. To increase 
the power of the study, Sims et al. (1991) included parent-offspring data, where the 
sibling interaction parameters became small and non-significant. In this vein, other 
authors have suggested that if competitive sibling interaction were to explain the low 
DZ correlations, then DZ twin pairs reared apart should be more similar than DZ twin 
pairs reared together, as they do not interact or compare to each other. But in most 
cases, correlations for DZ twins reared apart are equal or lower than correlations  for 
DZ reared together (Pedersen et al., 1989; Tellegen et al., 1988). 

The present study is intended to disentangle the sources of variance of anger trait 
as a relevant component of the TABP. As other authors have already suggested, the 
scope of the research on TABP as a multidimensional concept must be better directed 
to the study of each of its components separately for clearer results and understanding 
of the mechanisms linking personality and CHD (Eysenck & Fulker, 1983; Palmero et 
al., 2001). Some of the limitations of the previous studies are surpassed by the study 
design and methodology applied in the current paper: a large sample, a repeated meas-
ures design and the inclusion of data on parents of twins increase the power to detect 
stable and replicable effects. The combination of twin and parental data increases the 
power to distinguish between additive and dominance genetic effects, and between 
dominance and sibling interaction effects.  

The focus of this article will be on the clarification of previous contradictory re-
sults concerning the presence of dominance genetic effects and/or competitive sibling 
interaction, as well as sex differences on the sources of individual differences in anger, 
as a relevant component of TABP. For that purpose, longitudinal data will be used as 
an instrument of replication, and all parameters will be simultaneously estimated using 
the data from the two surveys. Based on the results of previous studies it is expected 
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that additive genetic effects explain a significant portion of the variance, and that ei-
ther sibling interaction or dominance genetic effects account for the large difference 
between MZ and DZ twin correlations.  

 

METHOD 

Participants and Procedure 
Participants were registered by the Netherlands Twin Registry (NTR), kept by the 
Department of Biological Psychology at the Vrije Universiteit in Amsterdam. They 
are part of the adolescent and adult cohort that was recruited through the city councils 
in 1990-1991 and in 1992-1993. They participate in longitudinal survey studies 
roughly every two years. The data analyzed here were collected in the 1991 and 1993 
surveys. The questionnaires were sent to the families and returned by mail (Boomsma 
et al., 2002) .  

The complete sample consists of 2664 families for which data on the phenotypes 
of the twins and their parents were collected: 438 MZM (Monozygotic Males), 401 
DZM (Dizygotic Males), 612 MZF (Monozygotic Females), 454 DZF (Dizygotic Fe-
males), 759 DOS (Dizygotic Opposite sex). 750 complete families (both twins and 
both parents) participated both in 1991 and 1993, 514 did so only in 1991, and 764 
participated only in 1993. For the remaining families, some data were missing ran-
domly e.g. only one twin participated, data for one twin is missing in one year, the 
mother but not the father participated (the randomly incomplete families comprise 5% 
of the twins and 20% of the parents). Complete and incomplete families were used in 
the analyses. 

The mean age of the twins was 17.68 in 1991 (S.D. = 2.23, range = 12,25 years) 
and 17.76 in 1993 (S.D. = 3.06, range = 12-25 years). The mean ages of fathers and 
mothers were 47.77 (S.D. = 5.62, range = 35-71 years) and 45.64 (S.D. = 5.15, range 
= 33-63 years) respectively in 1991, and 48.07 (S.D. = 5.52, range = 29-73 years) and 
45.95 (S.D. = 5.09, range = 32-63 years) respectively in 1993. The SES distribution 
for this sample is 22.1% of low, 43.8% of middle and 34.1% of high SES (Boomsma 
et al., 2002). The religious background of the families is comparable to the Dutch 
population (Boomsma, de Geus, van Baal, & Koopmans, 1999). 

The similarity in age in both surveys is due to those families who participated in 
either 1991 or 1993 but not in both. Appendix A summarizes the information about 
the age of parents and twins by survey participation. The table shows a tendency for 
the families that joined in 1993 for the first time to be a bit younger compared to those 
who where participating for the second time.  
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Zygosity for 726 same sex pairs was based on DNA polymorphisms, and for the 
remaining  pairs zygosity was assigned by discrimination analysis using questionnaire 
items (see Boomsma et al., 2002 for further details). The correspondence between 
DNA and questionnaire based zygosity was 97%.  

 

Measures 
The Dutch adaptation of Spielberger’s STAS -State-Trait Anger Scale- (Spielberger et 
al., 1983; van der Ploeg et al., 1982) was used to measure anger trait. The Trait Anger 
scale is designed to assess the frequency an individual experiences state anger over 
time and in response to a variety of situations. Reliability measured by the alpha coef-
ficient was 0.86. The STAS is considered a strong measure of anger, based on a solid 
theoretical model, with excellent psychometric properties across several normative 
groups. It has shown good discriminant and convergent validity, as well as clinical 
utility, and it has been administered across a wide range of subject populations and 
psychological domains (Eckhardt et al., 2004).  

 

ANALYSES 

Genetic analyses were conducted using Structural Equation Modeling (SEM) as it 
permits the simultaneous analysis of multiple groups, and the possibility of imposing 
parameter constraints across groups. The statistical software package Mx was used 
(Neale et al., 2003). Full information Maximum Likelihood estimation (FIML) was 
used to fit the models. Twice the negative log-likelihood (-2LL) of the data for each 
observation is calculated, and parameter estimates are produced that maximize the 
likelihood of the raw data. Sub models were compared using a likelihood ratio test 
computed by subtracting -2LL for the restricted nested model from that for the base-

line model ( ( ) ( )10
2 22 LLLL −−−=χ ). The resulting test statistic has a 2χ -

distribution with degrees of freedom equal to the difference of the degrees of freedom 
between the two models. The fit of the genetic models is evaluated against the fit of a 
saturated model, were the covariance matrix and the mean structures are computed 

without any restriction. Besides the 2χ  test statistic, the AIC (Akaike’s information 

Criterion) and the RMSEA (Root Mean Squared Error of Approximation) are used to 
evaluate the general fit of the models (the difference against the saturated model). The 
AIC compares the models on the basis of parsimony, taking jointly into account the 

2χ  and the degrees of freedom (Jöreskog, 1993). The lower the AIC, the better the fit 

of the model to the data and the more parsimonious it is. The likelihood ratio test is 
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performed under the assumption that the model holds exactly in the population (Loehlin, 
2004). As a consequence, models that hold approximately in the population will al-
ways be rejected in large samples. The RMSEA is a measure of closeness of fit, and 
provides a measure of discrepancy per degree of freedom. A value of 0.05 indicates a 
close fit, and values up to 0.08 represent reasonable errors of approximation in the 
population (Jöreskog, 1993). Besides the estimation of the covariance structure, the 
mean structure is included as well in all models.  

An alpha level of .01 was chosen. Given the power provided by a large sample 
size; this conservative criterion prevents interpreting slight differences between the 
models as relevant effects.   

According to Neale & Cardon (1992), pooling across sexes is inappropriate unless 
it is known that there are no sex differences in means, variances or twin pair covari-
ances. For this reason, zygosity groups will be separated by sex and possible sex 
differences are checked in a saturated model. Furthermore, age is considered as a co-
variate in the model for the means, with different regression coefficients for the 
parental and offspring generations. This way, age effects on anger are regressed out, 
and the covariance structure is fitted on the residuals.  

 

RESULTS 

The saturated model 
First, a saturated model is fitted in which variances, covariances and means are esti-
mated without any constraint. The likelihood associated with the unconstrained 
saturated model was -2LL(DF)=78542.056 (13271). The estimation of a saturated 
model also allows for a thoughtful exploration of the descriptive data through a pro-
gressive imposition of constraints on the means and variances, testing the effect on the 
likelihood of the model through the χ2 statistic. The results of the saturated model 
guide the selection of the most appropriate genetic model to be fitted.   

Constraints on the mean structure showed that there are significant differences in 
the means across zygosity groups, time point, and parents and offspring. Differences 
across zygosity groups are not conspicuous -all the means of the twin sample were 
within the range of 22.65,27.36- and did not show any clear pattern. There is a slight 
tendency for the means to be smaller in 1993 than in 1991, but still the largest differ-
ence is .92. However, there is a remarkable difference between parents and offspring 
where the former score lower (within the range of 13.97,17.14) than the latter. These 
differences were taken into account in the mean part. The genetic models include dif-
ferent means for 1991 and 1993, across zygosity groups, and for parents and offspring. 
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The saturated model against which the genetic models are compared includes these 
restrictions, so that the mean structure does not affect the selection of the models.  

The age regression effects on the means were significantly different from zero for 

twins ( 46.53)1(2 =χ ,p<.001) and parents ( 82.21)1(2 =χ , p<.001). The unstandard-

ized age effect is -.19 for the twins and .05 for the parents. Standardizing the effects 
using the SD of anger and age in both groups, age explains 8% of the variance of an-
ger in the offspring generation and 6% of the variance on the parental generation. The 
direction of the effects appears to change so that during adolescence and young adult-
hood anger tends to decrease with age, while during the adult years there appears to be 
a slight increase of anger with aging. 

Differences of variance were found across zygosity groups 

( 38.47)16(2 =χ ,p<.001). There is a slight tendency for the same sex DZ twins to 

show the largest values, followed by the OS twins. MZ pairs show the smallest values. 
If the variances are constrained separately for males and females, the differences only 
remain significant in the male sample. Further constraints show that the differences 
are due to two specific comparisons: DZM in 1991 show a larger variance than OSM, 
and DZM and OSM in 1993 show a larger variance than MZM. Taking a closer look 
at the variances, it is clear that the three differences are due to two isolated low vari-
ances in the data when compared to the variances of the complete sample (24.59 in 
1991 and 23.43 in 1993): that of first born MZM in 1993 (19.37), and that of OS 
second born in 1991 (16.82). Differences in the variance across zygosity groups can 
be an indicator of sibling interaction effects (Rietveld et al., 2003), but the differences 
must show a consistent pattern of larger variances for DZ twins compared to the MZ 
twins, whereas the present results do not appear to indicate such consistent pattern.  

There were also significant differences in the variance between males and females 

( 08.42)12(2 =χ , p<.001). These differences were due to those comparisons that 

involved the two outlier variances (MZM93 vs. MZF93, and OSM91 vs. OSF91).  
 There is a significant difference in the variance between parents and offspring 

( 10.133)12(2 =χ ,p<.001). The parental generation shows a smaller variance (21.88 

in 1991 and 19.46 in 1993) than the offspring generation (26.96 in 1991 and 26.63 in 
1993). This difference was incorporated in the genetic models by a scalar parameter 
(see fig.1).  

Comparisons between first and second born twins yielded 3 out of 12 significant 
differences for MZM93 -1st born larger than 2nd-, DZF91 and OSMF91 -2nd born lar-
ger than 1st-. There was not a clear or consistent pattern, and this small number of 
differences is consistent with chance fluctuation.  
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The saturated model against which the genetic models are tested, that comprises 
the restrictions on the means, and includes two age regression parameters shows the 
following fit: -2LL(DF)=78574.99(13285). 

 Based on the constrained saturated model, Mx was used to estimate the famil-
ial correlations (and confidence intervals) shown in table 5.1.  

 

Table 5.1  

Twin, parent-offspring and spouse correlations for anger, within time in 1991 and 1993 and across time. 
Confidence intervals are shown between brackets.  

 1991 1993 Cross Time 

MZM 0.452 (0.315,0.571) 0.451(0.321,0.563) 0.324(0.140,0.476) 
DZM 0.139 (-0.021,0.294)  0.003(-0.115,0.157) 0.076(-0.125,0.269) 
MZF 0.400 (0.284,0.504) 0.417(0.313,0.434) 0.356(0.210,0.483) 
DZF 0.063 (-0.082,0.206) 0.132(-0.009,0.268) 0.072(-0.093,0.233) 
OS 0.145 (0.030,0.255) 0.124(0.015,0.231) 0.027(-0.116,0.170) 
Father-Son* 0.148 (0.071,0.224) 0.111(0.039,0.181) 0.164(0.079,0.245) 
Father-Daughter 0.175 (0.108,0.240) 0.114(0.047,0.178) 0.172(0.101,0.240) 
Mother-Son 0.152 (0.079,0.223) 0.084(0.016,0.151) 0.103(0.018,0.185) 
Mother-Daughter 0.150 (0.085,0.213) 0.159(0.098,0.219) 0.146(0.074,0.146) 
Spouses 0.058 (-0.008,0.126) 0.078(0.078,0.141) 0.055(-0.020,0.129) 

*Parent offspring and spouse correlations constrained to be equal across zygosity groups.  

 

The MZ correlations are more than twice the DZ correlations. Only one DZ corre-
lation, the one for OSMF in 1993, is larger than zero (p<.01). This result is 
consistent with previous studies and it can be explained by dominance genetic 
effects and/or competitive sibling interaction. These possibilities are tested in the 
genetic analysis. Furthermore, the parent-offspring correlations show a very con-
sistent picture with correlations around .150 that point to the presence of additive 
genetic effects. The low spouse correlations indicate that there is not assortative 
mating for trait anger. The large difference between MZ and DZ cross time corre-
lations imply that the stability of trait anger across years is probably due to genetic 
factors, with dominance genetic effect among them. However, it must be noted 
that both MZ and DZ correlations across time are lower than those within time; 
whereas the parent-offspring correlations are very similar within and across time. 
This shows that the cross time correlations of the twin pairs are also affected by 
the lower stability of the trait during adolescence. 

Means, standard deviations and stability coefficients for the parental and off-

spring samples are summarized in table 5.2. 
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Genetic analyses 
The path diagram in Figure 5.1 represents the general genetic model that is being 
tested. The diagram represents the model for an opposite sex twin pair and their par-
ents where the first born twin is a male and the second born twin is a female. This is 
an ADE model where the variance of anger is assumed to be explained by additive 
genetic factors, dominance genetic factors and environmental factors not shared by the 
members of the same family. At first, different parameters are estimated for males and 
females. The latent factors placed above the phenotypes from 1991 are those sources 
of variance common to 1991 and 1993 or, in other words, the stable sources of vari-
ance. The latent factors placed above the phenotypes from 1993 represent the sources 
of variance specific to 1993 that were not present in 1991. The phenotype in 1991 is 
explained by the influence of the common factor, and the phenotype in 1993 is due to 
the sum of the influences of the common factor and the specific ‘novelty’ factor. i.e. 

the variance of anger for T191 is decomposed as follows 2
11

2
11

2
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while the variance of anger for T193 is partitioned as  
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Table 5.2 

Descriptives. Mean and standard deviations within time in 1991 and 1993 for Anger and Age. The cross 
time correlation or stability coefficient is also shown for anger.  

Twins Parents  

Mean SD Mean SD 
1991 16.87 5.19 16.49 4.67 
1993 17.08 5.20 16.19 4.41 

Anger 

Cross time  
Correlation 

.573 .671 

1991 17.69 2.24 46.68 5.49 Age 

1993 17.76 3.06 46.98 5.42 

 
It is assumed that the amount of variance explained by each component is proportional 
in the parental and offspring generations. The parameter γ is placed in the model to 
account for the difference of variance between them observed in the saturated model. 
Resemblance between parents and offspring is explained by the additive genetic vari-
ance that they share. Each parent shares with each twin 50% of the additive genetic 
variance. Dominance genetic effects are those due to the interaction or combination of 
alleles at a particular locus. Offspring receive only one allele from each parent, not a 
combination of two alleles (Plomin et al., 2001). For that reason dominance is not 
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transmitted from parents and offspring and thus, there is not a D path from parents to 
offspring.  

  

Figure5.1 

Parent-offspring genetic ADEi model. The figure represents an opposite sex DZ pair where the first 
born is a male and the second born is a female. T1-first born, T2-second born, M-Mother, F-Father. 
91 and 93 indicate the surveys from 1991 and 1993. γ- represents the scalar parameter to account for 
the difference in variance in the parental generation. Path coefficients with the subscript m are those 
for males, and the subscript f is for female parameters. The arrows connecting the twins represent the 
sibling interaction parameter, i3 in the diagram is the sibling interaction for opposite sex twin pairs; i1 

would be the interaction parameter for males, and i2 for females.  

 

Given that the DZ correlations are less than twice the MZ correlations, and that most 
of them are not significantly different from zero, the shared environment is not in-
cluded in the model. 

DZ twins resemble each other because they share 50% of there genetic vari-
ance, inherited from their parents. They also share 25% of the dominant genetic 
variance. MZ twins share the totality of both the additive and the dominant genetic 
variances.   
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The phenotypes of the twins are connected through reciprocal paths. Those paths 
and their corresponding parameters represent the direct phenotypic effects that the 
twins have on each other, and thus the sibling interaction effects. It is assumed that the 
amount of influence that they exert on each other is equal, but different interaction 
parameters are estimated for same sex male twins (i1), same sex female twins (i2), and 
opposite sex twins (i3). Further details about the derivation of the expected variances 
and covariances and the effects of the presence of sibling interaction on the model 
expectations can be found in Neale and Cardon (1992) and Eaves (1976).  

Two constraints are imposed in the model: 1) Sibling interaction effects are con-
strained to be equal in 1991 and 1993; and 2) the total amount of variance explained 
by each component A, D, and E is also constrained to be equal in 1991 and 1993 

(i.e. 2
22

2
21

2
11 aaa += ). This constraint ensures that the estimates are stable and replic-

able effects. The 750 families that participated two times provide the information 
relative to stability. Those families that participated once in 1991 or in 1993 provide 
information relative to replication across samples.   

Table 5.3 shows the results of the model fitting sequence. The general model 
shows an excellent fit according to the negative AIC and the RMSEA below .05. De-
parting from the general model, model 2 is fitted to test for sex differences in the 
variance components of anger, constraining the male’s and female’s parameters to be 

equal (i.e. 222221211111 ;; fmfmfm aaaaaa ===  for additive genetic effects, and like-

wise for the dominance and non-shared environmental factors). There was a 
significant decrease of fit as a consequence of the constraint and thus, it can not be 
assumed that the same proportion of variance is explained by each component in 
males and females.  

Models 3 and 4 test for sex differences in the sibling interaction parameter, first 
equating it for same sex male and female pairs, and subsequently equating them to the 
opposite sex pairs. Both models fit the data as well as the general model, so it can be 
assumed that there are not significant differences in the amount of sibling interaction 
effects across sexes.  

Models 5 to 8 are intended to test for the significance of certain parameters. In 
model 5, all dominance genetic effects for males are fixed to zero (i.e. 

0222111 === mmm ddd ), and model 6 does the same with the female’s dominance 

components. Table III shows the χ2 change produced in models 5 and 6 with respect to 
the general model. Model 5 suffers a significant decrease of fit, while model 6 can be 
considered as good as the general model. Thus, dominance genetic effects are neces-
sary to explain the variance of anger for males, but not for females.  
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Table 5.3 

Model Fitting Results 

MODEL 
-2LL DF C.T.* X2 df p 

X2,DF (vs 
SAT)** AIC RMSEA 

1/ General Model 78938.80 13485     363.81,200 -36.18 
.018 

(.014, 
.021) 

Tests of sex differences: parameters are constrained to be equal across males and females within zygosity groups 
2/ 
1+ADE♂=ADE♀ 

78966.61 13494 1 27.81 9 .001    

3/ 1+i♂♂=i♀♀ 78942.62 13486 1 3.82 1 .051    
4/ 1+i♂♂=i♀♀=i♂♀ 78945.22 13487 3 2.60 1 .106    
 
Significance tests: parameters are constrained to be zero (the scalar is constrained to equal 1) 
5/ 1+D♂=0 78974.66 13488 1 35.85 3 .000    
6/ 1+D♀=0 78943.46 13488 1 4.65 3 .199    
7/ 4+i=0 78950.39 13488 4 5.17 1 .023    
8/ 1+Scalar=1 79116.57 13486 1 177.72 1 .000    
 
Specific effects in 1993: Novelty effects only present in 1993 are constrained to be zero 
9/ 1+d22=0 ♂&♀ 78957.62 13487 1 18.81 2 .000    
10/ 9+a22=0 ♂&♀ 78970.50 13489 1 31.70 4 .000    
 
Combination of constraints: Parameter constraints which did not produce a deterioration of the fit are put together 
progressively to obtain a final model 

1/ General model 78938.80 13485     363.81,200 -36.18 
.018 

(.014, 
.021) 

2/ 1+ i♂♂=i♀♀ 78942.62 13486 1 3.82 1 .051 367.63,201 -34.37 
.018 

(.014, 
.021) 

3/ 2+i♂♂=i♀♀=i♂♀ 78946.22 13487 2 3.59 1 .057 371.23,202 -32.77 
.018 

(.014, 
.021) 

4/ 3+ i=0 78950.39 13488 3 4.17 1 .041 375.40,203 -30.60 
.018 

(.014, 
.021) 

5/ 4+ D♀=0 78955.62 13491 4 5.23 3 .156 380.63,206 -31.37 
.018 

(.014, 
.021) 

*C.T.= Compared to model # 

** Chi-squared and degrees of freedom of the model compared to the saturated model. Indicates the 
goodness of fit of the model. 

 

Under the label of model 7, departing from model 4, where a single sibling interaction 
parameter was estimated for all pairs, the sibling interaction effects are fixed to zero 

( 0321 === iii ).  The change of fit compared to model 4 is not significant (p>.01) 

indicating that the constraint can be held and thus, the sibling interaction effects are 
zero in the population. 

 Model 8 constrains the scalar ‘γ’ to one. Such a model implies the assumption that 
the parental and the offspring generations have the same variance. The large decrease 
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in the goodness of fit indicates that the difference in variability between generations is 
not negligible, and must be included in the model.  

Models 9 and 10 are intended to find out whether there are novel genetic effects 
active in the second survey in 1993 that were not present during the first survey in 
1991 (d22=0 & a22=0). The results show that neither dominance nor additive genetic 
effects specific to 1993 can be dropped from the model.  

Finally, a series of models are fitted accumulating the previous results with the 
purpose of finding the most parsimonious explanation of the data. Each of these mod-
els is compared to the saturated model to obtain general indices of goodness of fit, as 
well as to the immediately previous model. Table 5.4 shows the parameter estimates 
of these five models.  

Model 1 is the general model. Models 2 and 3 constrain the sibling interaction 
effects across sexes. In model 4 the sibling interaction effects are removed. In 
model 5 dominance genetic effects are removed for the female sample. All five 
models show a satisfactory fit to the data with negative AIC and a RMSEA lower 
than .05. According to the χ2 comparisons with the immediately previous models, 
none of the progressive constraints produce a significant decrease of fit (p>.01). 
Choosing among the 5 models following strict statistical criteria would lead to the 
selection of the general model as the best explanation of the data, as it shows the 
lowest AIC. But the differences between the models are so slight that the RMSEA 
does not even change from one to another. It can also be observed in table IV how 
the parameter estimates for the variance components and the partitioning of the 
cross time correlation barely change from one model to another (they all fall 
within the 95% confidence interval of the last model). Clearly the most controver-
sial part of the model fitting sequence in terms of goodness of fit and parameter 
estimates is the sibling interaction, in line with previous literature (eg. Sims et al., 
1991). It is clear from models 2 and 3 that the effects can be equated across sexes. 
The overall estimate of the sibling interaction effects in model 3 is -.03. Following 
a strict statistical argument based on the p value (p>.01), sibling interaction effects 
should be removed from the model. Furthermore, previous analysis showed that, 
one by one the interaction effects are estimated as: i♂♂91=-0.03 (p=.332), 
i♂♂93=-0.12 (p<.001), i♀♀91=-0.04 (p=.155), i♀♀93= 0.01 (p=.649), i♂♀91= 
0.02 (p=.301), i♂♀93= 0.03 (p=.226). Only the effect for males in 1993 is signifi-
cantly different from zero. That might be a spurious estimate due to the low MZM 
first born 1993 variance. When the effects are combined across the 1991 and 1993 
samples, the effect does not differ significantly from zero. There is no theoretical 
reason to support an interaction effect that is observed exclusively in 1993, but not 
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in 1991, especially given that the mean age of both samples is the same. The effect 
is neither stable (in those pairs who participated two times) nor replicable (in those 
pairs who participated once).  

 

Table 5.4  

Parameter estimates for models 1-5 where relevant constraints are progressively accumulated. Model 5 
is the final selected model and includes confidence intervals between brackets.   

MODEL  1 2 3 4 5 

A91 
A93 

.26 

.26 
.25 
.25 

.25 

.25 
.24 
.24 

.23(.145,.324) 

.23(.145,.324) 
D91 
D93 

.34 

.34 
.31 
.31 

.29 

.29 
.25 
.25 

.26(.126,.377) 

.26(.126,.377) 

Variance 
Decomposition 
Males 

E91 
E93 

.39 

.39 
.44 
.44 

.46 

.46 
.51 
.51 

.51(.429,.613) 

.51(.429,.613) 
A91 
A93 

.29 

.29 
.30 
.30 

.30 

.30 
.29 
.29 

.34(.279,.406) 

.34(.279,.406) 
D91 
D93 

.11 

.11 
.15 
.15 

.13 

.13 
.09 
.09 

- 
- 

Variance 
Decomposition 
Females 

E91 
E93 

.59 

.59 
.54 
.54 

.57 

.57 
.62 
.62 

.66(.594,.720) 

.66(.594,.720) 
A♂ 
A♀ 

.40 

.40 
.38 
.41 

.39 

.40 
.37 
.40 

.35(.225,.499) 

.47(.363,.499) 
D♂ 
D♀ 

.31 

.14 
.29 
.18 

.26 

.16 
.24 
.12 

.26(.032,.463) 
- 

Cross time 
 Correlation 
Decomposition 

E♂ 
E♀ 

.29 

.45 
.33 
.41 

.35 

.43 
.39 
.48 

.39(.227,.566) 

.53(.422,.636) 
A♂ 
A♀ 

.97 

.87 
.98 
.86 

.99 

.87 
.98 
.88 

.98 

.88 
D♂ 
D♀ 

.58 

.82 
.59 
.79 

.59 

.80 
.62 
.89 

.65 
- 

Genetic and  
Environmental  
Correlations across 
time 

E♂ 
E♀ 

.47 

.49 
.47 
.48 

.48 

.49 
.48 
.50 

.48 

.51 
Males -.08 -.05 -.03 - - 
Females -.02 -.05 -.03 - - 

Sibling  
Interaction 
 Opp Sex -.00 -.01 -.03 - - 
Scalar  .85 .85 .85 .85 .85 

 

Model 5 is selected as the best and most parsimonious explanation of the data. The 
broad heritability of anger is .49 for males and .34 for females. About half of the 
genetic variance in males is due to dominance interaction, whereas no dominant 
effects are found in the female population. The decomposition of the cross time 
correlations shows that stability across time is due, 61% to genetic effects, and 
39% to non-shared environmental effects for males, while for females genetic ef-
fects explain 47% and non-shared environmental effects explain 53% of the 
stability. The genetic correlation shows that additive effects on anger are very sta-
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ble, as 88% for females , and 98% for males of the genes that explain the variance 
in 1991 are still effective in 1993. The dominance genetic correlation is a bit lower 
(.65 for males), as well as the environmental correlation (.48 for males.51 for fe-
males), which implies that although a large part of the dominance genetic and 
environmental effects present in 1991 are also present in 1993, a great deal of new 
dominance genetic effects and environmental sources of variance become relevant 
two years later.  

 

DISCUSSION 

The present study has explored the genetic and environmental sources of variance on 
anger through a powerful design. It includes a large sample of families of MZ and DZ 
twins and their parents, and the repeated measurement of the trait, leading to a clarifi-
cation of previous contradictory results. A review of previous studies revealed that the 
finding of low DZ correlations compared to the MZ correlations has been a common 
factor in the field. The explanations provided for this phenomenon vary from study to 
study. Loehlin (1986) proposed three possible mechanisms to explain such pattern of 
results. Non-additive genetic effects and competitive sibling interaction are two of the 
candidate explanations that have been considered and tested in this article. The large 
sample size and the availability of parental data make this study a unique opportunity 
to detect and distinguish between those two mechanisms.  

The results show that the sources of variance on anger differ across sexes. For 
males 23% of the variance is due to additive genetic effects and 26% to dominance 
genetic effects. For females 34% of the variance is due to additive genetic effects, and 
the remaining is explained by non-shared environmental influences. There was no 
consistent evidence to confirm the presence of competitive sibling interaction effects. 
The estimation of the broad heritability lies within the range of previous studies. 
Variations in the precise estimates might be due to the failure of most studies to con-
sider sex differences and/or and dominance genetic effects (i.e. Carmelli et al., 1988; 
Koskenvuo et al., 1980; Meininger et al., 1988; Pedersen et al., 1989; Rahe et al., 
1978; Sims et al., 1991; Tambs et al., 1992). The main problem of previous studies is 
the lack of power. Detecting and distinguishing between dominance and sibling inter-
action effects, while testing for sex differences, requires large samples and, preferably 
different kinds of relatives (Rietveld et al., 2003).  

In the present study genetic variance explains 15% more variance of anger in 
males than in females. The study of sex differences in the causes of personality traits 
that increase the risk to CHD might be relevant and informative, as the risk to suffer 
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coronary problems is larger in males than in females (Dolan, Molenaar, & Boomsma, 
1992). A lower heritability in females is consistent with previous studies on genetic 
markers where serotonin gene polymorphisms have been found to be related with an-
ger on males, but not in females (Manuck et al., 1999). These results could imply 
different prevention and therapeutic programs for males and females, with the former 
more focused on biological genetic related sources of variance, and the later more 
directed to environmental factors e.g. life style.  

Although the present study has helped to clarify some issues, there are still some 
characteristics of the data that need to be explained. Observing the summary correla-
tions under the light of the model fitting results can raise some questions. The 
presence of dominance genetic variance in males is mostly expressed in larger MZ 
correlations in males than in females. That increases the MZ/DZ ratio and suggests 
dominance effects. But there is still the fact that most DZ correlations are not signifi-
cantly different from zero, and that parent-offspring correlations are in the order of the 
DZ correlations, pointing to the need of other explanations for the large MZ correla-
tions or low DZ correlations besides dominance genetic effects. The present study has 
raised serious doubts over the competitive sibling interaction hypothesis.  Reed et al. 
(1991) studied the effects of placentation on a set of Type A personality measures. 
The authors found greater similarity in monochorionic pairs than in dichorionic pairs, 
so that correlations in MZ dichorionic pairs were similar to the DZ correlations, less 
than half the MZ monochorionic correlations. Reed et al. interpret this result as a spe-
cial violation of the equal environments assumption. Future studies could differentiate 
between monochorionic and dichorionic MZ pairs, and take that into account into the 
genetic models. In that vein, Loehlin (1986), modeled a MZ specific latent factor that 
improved significantly the fit of the genetic model. Loehlin interpreted the factor as 
either configurational genetic effects and/or shared environments specific to MZ 
twins. In a study where data on chorionicity are available, Loehlin’s MZ factor could 
be included for the monochorionic MZ pairs, but not for the dichorionic.  

The main limitation of the present study to generalize the results might be the age 
of the twins. During adolescence and young adulthood personality traits are still quite 
unstable and more sensitive to changes in the non-shared environment (Caspi et al., 
2001; Reiss et al., 2000). Such instability could be responsible for the unclear pattern 
of variances. During adulthood, between 30 and 50 years of age personality stabilizes 
and the effects of genes gain importance. However, the inclusion of parental data in 
the sample has helped to reach a strong conclusion regarding the effect of additive 
genetic effects, as the parent-offspring correlations showed a very consistent picture. 
Furthermore, it can be observed in table A of the appendix, that among the complete 
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pairs, there are 2549 twin pairs from 12 to 24 years old, and 2108 parental couples 
from 33 up to 73 years old. Thus, the adult generation comprises close to half of the 
sample, and the variance components can be assumed to be equal between the two 
generations, after a difference in variance is accounted for by a scalar.  Future longitu-
dinal studies that cover adolescence and adulthood will advance the understanding of 
dominance genetic effects and their stability thorough the life span, and distinguish 
between developmental and generational changes in the variance architecture. With 
that purpose, we are planning to collect data on anger within the 7th survey of the 
NTR.  

The current tendency to move from the molar idea of TABP to a more elementary 
level will also help to disentangle the sources of variance and mechanisms that in-
crease the risk of suffering CHD. The present study has shown that the use of large 
samples and family designs facilitates the reliable detection of important factors like 
sex differences or dominance genetic effects, and rule out negligible factors like sib-
ling interaction, otherwise detected by weaker designs. To explore the nature of the 
TABP, several studies like this that consider different molecular characteristics from 
personality variables to biological endophenotypes or environmental factors -i.e. an-
ger, hostility, blood pressure, serotonin levels, or work overload- will lead to the 
possibility to select a multivariate phenotype that comprises the toxic configuration 
prone to suffer CHD and its genetic and environmental determinants.  
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Table A Appendix:  

Descriptive statistics for age distribution by survey participation 

  1991 1993 
  N Mean SD min max N Mean SD min max 

91&93 913 17.37 2.24 13.08 22.46 913 19.63 2.27 15.00 24.82 
91 697 18.07 2.21 12.60 24.55      

Twins 

93      939 15.97 2.58 12.00 24.62 
91&93 768 47.41 5.30 35.81 71.14 768 49.49 5.32 37.91 73.76 

91 529 48.07 5.9 35.37 38.46      
Father 

93      811 46.31 4.82 35.91 72.58 
91&93 768 45.28 4.75 34.08 60.41 768 47.57 4.78 36.46 63.16 

91 529 45.80 5.53 33.79 63.65      

Mother 

93      811 44.16 4.49 34.17 61.73 

* Data from complete twin pairs and parents who participated in 1991, 1993 or both are summarized in 
detail here. Those families that have random missing values (115 twin pairs, and 556 parents) are not 
reported in this table but were used in the analyses. 
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Although individual differences in aggression are quite stable, intraindividual change 
in aggression has also been established. Most change takes place during the school 
years, with aggressive behavior becoming more stable after adolescence. Longitudinal 
studies on the development of aggression are scarce, and the majority of them focus 
on the period from infancy to about the end of adolescence. In the present study we 
employed analysis of individual growth curves to study individual changes in aggres-
sion occurring within a nine year interval in a sample comprising individuals from 11 
to 40 years old. We then compared the rate of change in aggression before and after 18 
years old and investigated the genetic and environmental sources of individual differ-
ences in aggression at age of 18, as well as the sources of variation in rates of change 
in aggression. The results showed that mean scores on aggressive behavior decrease 
during adolescence. By the age 18, aggressive behavior stabilizes. The genetic analy-
sis showed that most of the variance on the slope between 11 and 18 years old was 
explained by additive genetic effects. The results also showed that 26% of the variance 
on aggression at the age 18 is explained by additive genetic effects (A), 40% by non-
additive genetic effects (D), and 34% by the non-shared environment (E). There were 
no sex differences in the amount of variance explained by A, D and E.  

 

INTRODUCTION 

Aggression involves overt verbal or physical behavior that causes, or threatens to 
cause, physical or psychological harm to others (Loeber & Hay, 1997; Sluyter et al., 
2000). Aggressive behavior in childhood and adolescence is associated with various 
negative outcomes in adulthood, such as antisocial behavior, low educational attain-
ment, and alcohol abuse (Pulkkinen & Pitkanen, 1993; Schaeffer, Petras, Ialongo, 
Poduska, & Kellam, 2003).   

Aggressive behavior shows moderate rank order stability with age, as indicated by 
longitudinal studies from childhood to adulthood (Kokko & Pulkkinen, 2005; Loeber 
et al., 1997). Kokko and Pulkkinen (2005) found a stability coefficient of 0.42 be-
tween childhood and middle age. Thus individual differences are quite stable, but also 
leave room for intraindividual change in aggression. Most change takes place during 
the school years, while after early adolescence aggressive behavior becomes more 
stable. Longitudinal studies on the development of aggression are scarce, and the ma-
jority of them focus on the period from infancy to about the end of adolescence (Van 
den Oord, Boomsma, & Verhulst, 1994). According to Loeber et al. (1997) tempera-
mental differences in frustration toleration and in the expression of anger are already 
present in infants. The actual behavioral expression of aggression starts in the second 
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and third years of life. However from the preschool years onwards, there is a decrease 
in aggression and a rise in interpersonal skills. Aggression, as expressed in the mean 
scores on psychometric measures, decreases from age 4 to age 18, and from preschool 
to elementary school the prevalence of aggressive behavior declines (van Bei-
jsterveldt, Bartels, Hudziak, & Boomsma, 2003).  In the West, the end of adolescence, 
approximately between the ages 16 and 18 represents a milestone that marks the end 
of schooling, and the beginning of adult life. A significant percentage of adolescents 
has finished school at the age of 16, and the greater majority will have completed their 
basic education by the age of 18. The transition from adolescence to young adulthood 
is associated with significant changes in the parent-child relationships (Loeber et al., 
1997), as young adults assume more responsibility for their own lives, and greater 
independence, e.g., by leaving the parental home (Ferdinand, Verhulst, & Wiznitzer, 
1995). This transition may affect the stability of behavior problems, such as aggres-
sion, and the sources of variation in those problems.  

 

The sources of variation in aggression: genetic studies 
Rhee & Waldman (2002) presented a meta-analysis of genetic studies on antisocial 
and aggressive behavior. They included 10 studies of physical aggression, five with 
childhood samples, and five with adult samples. The best fitting model over all ag-
gression studies was an ACE model (A, C, and E stand for additive genetic, shared 
environmental, and non shared environmental effects, respectively). Additive genetic 
effects explained 44% of the variance in aggression, shared environmental effects 
explained 6%, and non-shared environment effects explained 50%. For antisocial be-
havior, the results were 47%, 22%, and 31%, for the effects of A, C, and E, 
respectively. As a general trend concerning both antisocial and aggressive behavior, 
Rhee & Waldman (2002) observed that C and A decreased with the age of the sample, 
whereas E increased.  

Other studies, not considered by Rhee & Waldman (2002), addressed the genetic 
and environmental contributions to individual differences in aggression, making use of 
measures that either combined physical and relational aggression (Eysenck et al., 
1983; Hudziak et al., 2003; Rushton, Fulker, Neale, Nias, & Eysenck, 1986; van Bei-
jsterveldt et al., 2003), or made specific distinctions between different emotional and 
behavioral expressions of aggression, e.g., physical vs. social aggression (Brendgen et 
al., 2005; Coccaro, Bergeman, Kavoussi, & Seroczynsky, 1997; Ligthart et al., 2005; 
Sluyter et al., 2000). Five of these studies were performed with children from 3 to 12 
years old (Brendgen et al., 2005; Hudziak et al., 2003; Ligthart et al., 2005; van Beijs-
terveldt et al., 2003; Vierikko, Pulkkinen, Kaprio, Viken, & Rose, 2003). Most 
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children, who were studied participated in ongoing longitudinal studies, and consti-
tuted samples that were homogeneous with respect to age. Between 3 and 12 years 
genetic influences on aggression are found to be large and stable (van Beijsterveldt et 
al., 2003). The estimates of the variance explained by A range from 17% to 71%, with 
an average of 52%; estimates of the effects of C range from 17% to 75%, and average 
23%; and the variance explained by the non-shared environment ranges from 7% to 
60%, with an average of 21%. The estimates vary as a function of the informant, with 
parental reports showing larger effects of the shared environment. Teacher reports 
show lower, or zero effects of the shared environment, or even effects of genetic 
dominance (Hudziak et al., 2003; Vierikko et al., 2003). Sex differences were often 
found in heritability estimates for children, with a tendency for females to show larger 
effects of genes (Hudziak et al., 2003; Ligthart et al., 2005; van Beijsterveldt et al., 
2003; Vierikko et al., 2003). Differences in heritability of different kinds of aggression 
have yet to be resolved, as at present the results are contradictory. Brendgen et al. 
(2005), in a sample of 6 year old twins, found evidence for shared environmental ef-
fects on social aggression, but none for physical aggression, for which family 
resemblance was entirely genetic. Ligthart et al. (2005), on the other hand, found 
shared environmental effects on both relational and physical aggression, with larger 
genetic effects on relational or social aggression in 7 year old twins.   

Four studies, not included in the Rhee and Waldman (2002) review, looked at 
adult samples (Coccaro et al., 1997; Rushton et al., 1986; Sluyter et al., 2000; 
Tellegen et al., 1988). The results indicate that the estimates of additive genetic 
effects in adult samples tended to be smaller than those in children, with heritability 
estimates ranging from 0% to 48% with an average of 26%. Shared environmental 
effects were absent in all four studies, and the estimates of the non-shared envi-
ronment increased (25%-72%, average 59%), as also noted by Rhee and Waldman 
(2002). Non-additive genetic (i.e., dominance) effects were found in two of these 
studies, ranging from 0% to 40%. Non-additive genetic effects were most evident 
in Coccaro et al’s (1997) study of emotional or indirect expressions of aggression, 
in contrast to direct assault, which was not characterized by dominance effects. It 
should be noted that, regardless of the model fitting results, the DZ correlations in 
the four studies were either close to zero or negative, suggesting the presence of 
non-additive genetic effects (Eaves, 1988). Possibly, the power to detect such ef-
fects was low. There were no sex differences in heritability in any of the adult 
samples, which is consistent with Rhee and Waldman (2002), who did not find any 
sex differences in the relative magnitude of genetic and environmental effects on 
aggressive and antisocial behavior. 
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The present study looks at aggression occurring within a nine year interval in a 
sample comprising individuals from 11 to 40 years old, who participated in an ongo-
ing longitudinal study at four different occasions. We employed analysis of individual 
growth curves to study individual changes in aggression along that age range, from 
adolescence to adulthood. We selected the age of 18 as a marker of the end of adoles-
cence, and the transition to young adulthood. We then compared the rate of change in 
aggression before and after 18 expecting, in view of previous results, a stabilization of 
the rate of change after 18 years old.  

We also investigated the genetic and environmental sources of individual differ-
ences in aggression focusing on the age of 18, based on the growth curve. Considering 
the important changes associated with the end of adolescence, and with the previous 
results obtained in adult samples, we expected the influence of shared environmental 
effects to be minor and possibly non-additive genetic effects to be in evidence. 

 

METHOD 

Participants and procedure 
The participants in this study were registered by the Netherlands Twin Registry (NTR) 
of the Department of Biological Psychology at the Vrije Universiteit in Amsterdam. 
They were included in the cohort of adolescents and young adults, who were recruited 
through the city councils in 1990-1991 and in 1992-1993, and are participating in an 
ongoing longitudinal study. After 1993 an effort was also made to recruit adult and 
older twins. Surveys were conducted approximately every 2 years. In the present study 
we analyze the aggression data collected from the twins in 4 survey studies that took 
place in 1991, 1995, 1997 and 2000. Further details on response rates, response bias, 
and demographic characteristics of the sample can be found elsewhere (Boomsma et 
al., 2002; Koopmans et al., 1999; Stubbe et al., 2005; Vink et al., 2004) .  

Of the individuals who returned the surveys, at least one, we selected those be-
tween 11 and 40 years old. Sixty percent of the selected twins participated in at least 
two surveys: 635 individuals participated in the four surveys, 1314 in three occasions, 
1766 in two, and 2467 once. Table 6.1 shows detailed frequencies of the participation 
of the sample, and the descriptive statistics for age at each survey.  

The total sample comprises 3090 complete and incomplete twin pairs: 500 
monozygotic males (MZM), 385 dizygotic males (DZM), 874 monozygotic females 
(MZF), 529 dizygotic females (DZF), and 802 dizygotic opposite sex pairs (DOS). 
Table 1 shows the number of complete and incomplete pairs per survey. For same-sex 
twin pairs, zygosity was based on DNA typing for 522 pairs. For the remaining twins, 
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zygosity was determined by questionnaire items about physical similarity and fre-
quency of confusion of the twins by family and strangers. The questionnaire-based 
zygosity was correct for nearly 95% of the cases (Willemsen, Posthuma, & Boomsma, 
2005).  

 

Table 6.1  

Descriptive statistics for age and Aggression and sample sizes by survey 

 Age Aggression 
 Mean SD Minimum Maximum Mean SD Skewness Kurtosis 

1991 17.71 2.25 12.60 24.58 7.65 4.53 0.88 1.23 
1995 19.79 3.12 14.27 28.25 6.50 4.24 0.97 1.63 
1997 22.27 4.39 11.50 39.67 5.55 3.90 0.84 0.67 
2000 25.72 5.19 12.50 39.98 5.89 3.87 0.84 0.77 

Chronological participationa 
Number of complete and incomplete  
twin pairs in each survey 

 
1991 1995 1997 2000 

Complete 
Pairs 

Incomplete 
Pairs Total Pairs 

1991 991 526 355 635 1615 16 1631 
1995  400 263 533 1595 90 1685 
1997   216 432 1161 363 1524 
2000    860 1328 614 1942 

a Each column on the right implies participation on the previous surveys. E.g., 533 participants returned 
personality questionnaires in 1995, 1997 and 2000 inclusive, but not in 1991. The cells are exclusive. 
This distribution does not cover the entire sample. 971 individuals who participated in intermittent sur-
veys are not listed here.  

 
 

Aggression was measured with the Youth Self Report, which was translated and vali-
dated for the Dutch population by Verhulst (1997). Ferdinand, Verhulst & Wiznitzer  
(1995) argued that it is advantageous in longitudinal studies to use the same scales at 
each assessment. They tested the applicability of the YSR scales to the data obtained 
with the Young Adult Self Report (YASR, Achenbach, 1997), by means of confirma-
tory factor analysis of the items that are similar for the YSR and the YASR. The 
authors concluded that the YSR factor structure holds in the YASR scores of individu-
als older than 18 years old. The items of the aggression scale are given in Appendix 1. 
Ferdinand et al (1995) removed the item “I am disobedient at school” of the YSR, 
which is not present in the YASR, as it specifically directed at school-attending chil-
dren and adolescents. This item was also excluded in the present study. The 
Aggression scale includes 18 items which are scored on a 3 point scale (0=not true, 
1=somewhat or sometimes true, 2=very true of often true)  and has an alpha coeffi-
cient of 0.77. Descriptive statistics pertaining to each survey are shown in table 6.1.  
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ANALYSES 

Data were analyzed with an individual growth curve approach using Structural Equa-
tion Modeling (SEM). SEM allows one to test specific theoretical models including 
random effects about the individual growth in aggression. Random effects in such 
models are important to account for the expected interindividual differences in the 
development of aggressive behavior. We fitted various models using the program 
Mplus v3.13 (Muthén et al., 2005). We analyzed raw data, rather than the summary 
covariance matrix, in order to make use of all the available data. The analyses of com-
plete data with any pattern of missingness is possible in Mplus, assuming the data are 
missing at random (Schafer et al., 2002).    

 The families that did not participate in a second survey were invited to participate 
in subsequent surveys. The fact that participants were invited to return to the study, in 
combination with the analysis of all data, rather than the exclusive use of complete 
cases, minimizes the effects of sample attrition, and ensures unbiased estimates.  
 

Phenotypic Analyses: Latent Growth Modeling 
In the phenotypic analyses, we used all individual data. Family clustered data violate 
the assumption of independence of observations, and treating dependent data as inde-
pendent may result in bias in standard errors and goodness of fit statistics (Laplante et 
al., 2001).  To correct for this, we used the Robust Maximum Likelihood (MLR) in 
combination with the “Complex” option in Mplus. The latter corrects the effect of 
clustering. The parameter estimates are ML estimates, but the standard errors are cor-
rected for the dependency in the data. The correction is made by using a weight matrix 
that involves fourth-order moments and contains cluster information. The chi-square 
statistic is scale-corrected. The scale is a function of the same weight matrix and the 
degrees of freedom of the model (Muthén et al., 1995). The twin pair was used as the 
cluster unit in the correction. A previous simulation study showed the efficiency of 
this method to correct the effects of dependency due to family resemblance (Rebollo, 
de Moor, Dolan, & Boomsma, 2006).  

To study the changes in aggression from early adolescence at age 11 to adulthood 
at age 40, a series of latent growth models (LGM) were fitted. LGM generally specify 
random intercept and slope latent factors. The mean and variance of the intercept rep-
resent the mean level and variation of the true score at a given time point, and the 
slope factor represents individual differences in rates of change on the true scores over 
time. The functional form of the change is determined by the values of the fixed load-
ings of the observed variables on the slope factor or factors (Hertzog et al., 2003). 
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Equation 1 expresses the model that relates the observed score for person i at a given 

time (or age) t, )(tYi , with the true score in terms of a linear growth model. 

 

)()()()( ** tttttY ii εθξ +−+=                    (1) 

 

In equation 1, *t  is the origin of time (or age), a fixed value of time (or age) relative to 

which time (or age) is scaled. It is a particular value chosen for its theoretical interest. 

)( *tξ  , the intercept, is the level of person i´s true score at *t . )( *tt −θ , the slope, is 

the linear rate of change on the true score over time (or age). )(tiε  is the residual 

term, not accounted for by the growth model, for person i at time (or age) t.  
The conventional SEM approach to growth models makes the assumption that data 

are collected at an identical set of fixed ages (t in equation 1) for all individuals in the 
sample (Mehta & West, 2000); that is, it is assumed that t  is the same for all individu-

als in each survey. However, in the present dataset each measurement occasion or 
survey is heterogeneous with respect to age of the participants. Age at the first meas-
urement varies across individuals in a continuous fashion and thus, there is a large 
number of age cohorts. Fitting a common model of growth to different cohorts implies 
that the model-implied means and covariances for the observed variables are expected 
to be identical for all individuals at each measurement point. That is, they are assumed 
to be equal for individuals who entered the study at, say, age 11 or at age 25. If the 
developmental curve is defined by processes related to chronological age then the 
standard LGM produces biased estimates of mean and variance of the shape function 
(Hertzog et al., 2003). To address this problem, we followed the individual data vector 
approach for fitting growth curves described by Mehta and West (2000).   

Figure 6.1A shows a linear growth curve model in which age is scaled with respect 
to a common origin across all individuals. This is achieved by fixing the factor load-
ings of the slope (s) factor to represent a deviation from a common age (this is age 12 
in the figure, as an example). The factor loadings of the intercept equal 1 for all indi-
viduals in the four surveys. The factor loadings of the slope, represented within 
diamonds, indicate that the parameter is fixed at a different value for each individual 
in the sample, depending of their age at each survey (1991, 1995, 1997, and 2000). 

The factor loadings of the slope can be identified with )( *tt − in equation 1, where 
*t is the origin of age (12 in the figure) and t  is age at each survey. E.g., an individual 

who was 18 in 1991 would have a 6 ( 1218 − ) as factor loading on the slope from the 

observed measurement at the first survey; indicating that this individual, in 1991, was 
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6 years older than a 12 year old, the origin of the scale. According to Mehta and West 
(2000), once the origin of the time variable is set to a common age across all individu-
als, a common set of growth parameters can be estimated across individuals. 
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Figure 6.1A 

Linear Growth Model with individually varying ages of observation. Factor loadings of slope factor vary 
across individuals, and represent deviation from a common age (12 in the figure).  

 

To investigate the possible presence of different rates of change in different develop-
mental periods we selected a piecewise linear model to describe the growth in 
aggression between 11 and 40 years old. The piecewise modeling allows us to model 
the growth trajectories using two separate linear components. Figure 6.1B shows a 
piecewise model with individually varying factor loadings on the two slopes, scaling 
the intercept at age 18. For those individuals below the age of 18, at any of the four 
surveys, the value of the factor loading on the first slope equals age-18. In other 
words, it represents the number of years left until the individual becomes 18. For indi-
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viduals of 18 years old or over, the loading on the first slope equals 0. The factor load-
ings on the second slope equal zero for individuals of 18 years or younger. For those 
individuals over 18 years old, the factor loadings on the second slope equal age-18. 
Thus, the first slope in figure 1B represents the rate of change in aggression between 
12 and 18 years old, whereas the second slope represents the rate of change between 
18 and 40 years old. The latent intercept factor represents mean level and variation in 
aggression at the age of 18. In terms of equation 1, the piecewise model in figure 1B 
can be expressed as in equation 2. 

 

)()18()0()18()4018(

)()0()18()18()1811(

21

21

tttY

tttY

ii

ii

εθθξ
εθθξ

+−++=≤≤
++−+=≤≤

   (2) 

 
Different nested models were fitted to test for sex differences in the growth factors. 
The  Akaike Information Criterion (AIC, Akaike, 1987) and the Bayesian Information 
Criterion (BIC, Schwarz, 1978) were used to compare the fit of alternative models. 
BIC and AIC are information theoretic criteria designed to emphasize minimizing the 
amount of information required to express the data and the model. Thus, those models 
that are the most parsimonious or efficient representations of the data are selected. 
Models producing smaller values of AIC and BIC can be thought of as more effi-
ciently approximating the true model, (Markon & Krueger, 2004). A more 
parsimonious model is preferable to less parsimonious model, if these criteria associ-
ated with the former are smaller than those associated with the latter. 

 

Genetic Analyses 
With the phenotypic piecewise model in place, with the intercept scaled at age 18, the 
variances of the intercept and slope were decomposed into genetic and environmental 
components using the twin method. Through the twin method the variance of a given 
trait is partitioned into different components explained by genetic and environmental 
factors. This is possible through the comparison of the resemblance between pairs of 
relatives who differ in the amount of genetic variance that they share. Monozygotic 
twins (MZ) share all genetic variance, whereas dizygotic twins (DZ) share on average 
half of their additive genetic variance, and one quarter of their non-additive genetic 
variance. To the degree that a trait is influenced by genes, MZ twins are expected to be 
more similar than DZ twins. If the twins grew up in the same family, they are assumed 
to share the totality of the shared environmental variance (C). The amount of shared 
environmental variance is assumed to be equal in MZ and DZ twins. The variance that 
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is not shared by the twins within the same family is called non-shared environmental 
variance (E) and do not contribute to the twin resemblance. 

Figure 6.1B 

Piecewise Growth model:  Factor loadings of slope factors vary across individuals, and represent devia-
tion from a common age (18 in the figure). The first slope factor represents rate of change from 12 till 18 
years old, and the second slope factor represents rate of change from age 18 till 40.  

 
In order to obtain an impression of the appropriate genetic model, the twin correlations on 
the latent growth factors were inspected. MZ correlations on the intercept were more that 
twice the DZ correlations, which suggests the presence of non-additive genetic effects (D). 
In a model including A, D, and E effects, variance due to shared environmental effects (C) 
can not be estimated because this component is not identified. Based on these results we 
favor a model including D rather than C for the intercept. For the Slope, the female twin 
correlations were also suggestive of non-additive genetic effects, but the DZM correlation 
was more than half the MZ correlation, suggesting the possible presence of C. Shared 
environmental effects and non-additive genetic effects have opposite consequences in the 
difference between MZ and DZ correlations (reducing and increasing the MZ-DZ differ-
ences in correlation, respectively). The presence of D does not necessarily imply the 
absence of C, but just larger effects of D , and vice versa (Neale et al., 1992). We first 
fitted and ADE model for intercept and slope, and we finally tested the presence of C on 
the slope. 
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Different submodels were compared to a saturated model to test for specific hypothe-
sis. First we constrained the variance of MZ and DZ twins to be equal. Differences in 
variance across zygosity are indicative of sibling interaction effects. Next, we fitted 
two models, in which the variance of the first slope factor, in males and females, was 
fixed to zero, to test for its statistical significance. Next, a series of genetic models 
were fitted.  

Figure 6.2 shows the ADE model for an opposite sex twin pair where the first born 
is a male and the second born is a female. The variances of the intercept and the first 
slope are explained by additive genetic effects (A), dominance genetic effects (D), and 
unshared environmental effects, i.e., environmental effect not shared by the members 
of the same family (E). (Note that the variance of the second slope was estimated as 
zero in the phenotypic analyses, and fixed to zero in the genetic modeling.) The A 
factors correlate 1 in MZ twins and 0.5 in DZ twins. Dominance effects correlate 1 in 
MZ twins, and .25 in DZ twins (Falconer, 1989).  

In terms of the model parameters depicted in figure 2, the proportion of variance 

explained by A on the intercept is estimated as ( )2222
iiii edaa ++ , and similarly for 

D and E. The proportion of variance explained by A on the slope is estimated as 

)()( 22222222
ississississ eeddaaaa ++++++ , and similarly for D and E.  

 We fitted alternative models, nested under the general ADE model, to test for 
sex differences in genetic architecture, and to test the significance of the D compo-
nent. 

Maximum Likelihood (ML) estimation was used in the genetic models. Nested 
models were compared using the AIC and the BIC, and using a likelihood ratio test, 

which is constructed as: )log(log*2 2mod1mod elel likelihoodlikelihood −− . If the 

restrictions of the more parsimonious model are tenable, this statistic is chi-squared 
distributed with degrees of freedom equal to the difference in the number of free esti-
mated parameters between the two models. If the chi-square is not significant, given a 
prior choice of alpha (0.05), we concluded that both models explain the data equally 
well, and that the more parsimonious is preferred.  

 

RESULTS 

Phenotypic Analyses 
Table 6.2 shows the model fitting results and parameter estimates of the phenotypic 
piecewise growth model.   
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Table 6.2  

Results of phenotypic growth models 

Model fitting resultsa 
 LL(MLR) AIC BIC 

∆ Parameters from 
Model 1 

Model 1: Full Piecewise (variance of s2=0) -36063.1 72166 72302  
Model 2: slope 1 equal to slope 2 -36081.5 72199 72321 2 
Model 3: Mean of intercept equal ♂&♀   -36067.0 72172 72302 1 
Model 4a: Mean of slope 1 equal ♂&♀ 
Model 4b: Mean of slope 2 equal ♂&♀ 

-36067.4 
-36063.7 

72172 
72165 

72302 
72295 

1 
1 

Model 5: Variance of intercept equal ♂&♀  -36063.3 72164 72294 1 
Model 6: Variance of slope equal ♂&♀ -36063.1 72164 72293 1 

Parameter Estimates Model 1 
 Males Females  

Mean intercept 6.737 7.094 
Mean slope1a -0.590 -0.318 
Mean slope2a -0.155 -0.174 
Variance intercept 9.405 9.032 
Variance of slope 1 0.802 0.846 
Variance of  slope 2 0.000 0.000 

Correlation intercept-slope 1  -0.301 0.517  

a. All models are nested to model 1: each model incorporates a new constraint that is not included in the 
next model. 

 

The estimates of the means of first and second slope suggest that aggression decreases 
at a greater rate between ages 11 and 18 years, and keeps decreasing after 18, but at a 
lower rate. In model 2, the mean of the first and the second slopes were constrained to 
be equal. Both the AIC and the BIC increase considerably, indicating that there is a 
significant difference in the rate of change in aggression between the two, age periods 
11-18 and 18-40. Furthermore, there are significant individual differences in the rate 
of change between 11 and 18, but the variance in the slope between 18 and 40 is esti-
mated at zero, and it was therefore fixed at zero in all the subsequent analyses. There 
also was significant variation in the intercept, or level of aggression at the age of 18.  

In model 3, the mean of the intercept was constrained to be equal in males and fe-
males. The AIC of model 2 was larger than that of model 1, and the BIC remained 
equal. The increase in the AIC suggests that females have a slightly larger mean on 
aggression at age 18 than males. In model 4a, the mean of the first slope was con-
strained to be equal across sexes. The AIC increased, whereas the BIC remained the 
same compared to model 1.  The larger AIC suggests that decrease in aggression be-
tween 11 and 18 years old is steeper in males than it is in females. In Model 4b the 
mean of the second slope was constrained, producing a decrease in both AIC and BIC. 
Thus, the decrease in the mean of aggressive behavior after 18 is the same in males 
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and females. In models 5 and 6, the variance of intercept and the variance of the slope 
were constrained to be equal in males and females. Both constraints resulted in a de-
crease in AIC and BIC, indicating that males and females show the same amount of 
variation in aggression at age 18, and the same variance on the slope from 11 to 18.  

 

Piecewise latent growth model of aggression:
From 11 to 40 years old, intercept at 18
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Figure 6.3  

Mean levels of aggression from 11 to 40 years old, implied by the piecewice LGMs.   

 
Figure 6.3 shows the graphic representation of the mean slopes of aggression between 
11 and 40 years old implied by the piecewise growth model with the intercept at the 
age of 18, as estimated in model 1. In this figure, it is clear how the males depart from 
larger values in aggression at the beginning of adolescence compared to the females. 
The aggressive behavior of males decreases at a higher rate until the age of 18, at 
which age females show slightly higher levels of aggression. Subsequently, the ag-
gressive behavior of both sexes continues decreasing at a lower rate and the values of 
males and females approximate to each other.  Mode 1 was the phenotypic model used 
in the genetic modeling. 

 

Genetic Analyses 
Table 6.3 shows the estimates of the twin correlations on the growth factors, intercept 
and first slope (the second slope was a fixed effect). The first column shows the MZ 
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and DZ twin correlations on the intercept. The MZ correlations are large, and more 
than twice the DZ correlations. The second column shows the twin correlation on the 
first slope. The MZ correlations were again large, with the DZM and DOS correlations 
larger than half the MZ correlation, and the DZF correlation non significantly different 
from zero. Thus, the twin correlations on the intercept suggest the presence of domi-
nance genetic effects, as do the twin correlations of the females for the slope. The 
male and DOS correlations on the slope rather suggest the presence of shared envi-
ronmental effects. The third column shows the phenotypic correlation between 
intercept and slope. Most of these correlations did not differ significantly from zero. 
The fourth column shows the cross twin correlation between intercept and slope. Most 
of these correlations, except for that of DZM, were not significantly different from 
zero.  

 

Table 6.3 

 Twin correlations and variances on the growth factors 

 
i1 with i2 s11 with s12 

s11 with i1 & 
s12 with i2 

s11 with  i2 & 
s12 with i1 Variance i Variance s1 

MZM 0.694 0.985 0.150a 0.096a 9.960 1.070 
DZM 0.174 0.762 -0.293 -0.439 9.242 0.841 
MZF 0.659 0.824 0.174a -0.019a 8.873 0.754 
DZF 0.200 0.236a 0.131a -0.117a 9.108 0.919 
DOS 0.281 0.695 equal  to DZ -0.037a equal to DZ equal to DZ 

a. non statistically significant p>0.05 

 

Large differences between MZ and DZ correlations, with low DZ correlations are 
compatible with the presence of competitive sibling interaction and with non-additive 
genetic effects (Loehlin, 1986; Lykken, McGue, Tellegen, & Bouchard, 1992) . Most 
support has been obtained for the presence of non-additive genetic effects (Eaves et 
al., 1998; Keller et al., 2005). The competitive sibling interaction effects are also indi-
cated by DZ variances larger than MZ variances (Rietveld et al., 2003). The variances 
of intercept and slope across zygosity groups are shown in the last two columns of 
table 6.3. The variances of female DZ twins seem to be larger than those of MZ twins. 
To test if this difference was statistically significant, we fitted two models in which we 
first constrained the variance of intercept, and then the variance of the slope to be 
equal for MZ and DZ twins. The model fitting results for this models and the compari-
son against the full model is shown in table 6.4. The likelihood ratio tests indicate that 
these equality constraints are tenable (χ2(2)=0.80,p.=0.670; and χ2(2)=0.68,p.=0.712), 
and we therefore concluded that MZ and DZ twins do not differ in the variance of 
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intercept or the variance of the slope. Given that there is no sufficient evidence to sup-
port the presence of sibling interaction effects, we concentrated on the analysis of non-
additive genetic effects.  

 

Table 6.4 

Model fitting results from genetic modeling: Proportion of variance of intercept and slope explained by 
A, D and E 

Model Fitting Resultsa 

 LL(ML) AIC BIC C.T.b χ2 DF p 

Saturated model 

Model 1: Twin correlations 
               (Saturated) 

-33875.02 67832 68079     

Model 1a: Variance intercept 
equal across MZ and DZ 

-33875.42 67828 68064 1 0.80 2 0.670 

Model 1b: Variance slope equal 
across MZ and DZ 

-33875.36 67828 68064 1 0.68 2 0.712 

Model 1c: Variance of slope fixed 
to zero for males 

-33990.96 67881 68069 1b 69.20 8c <0.001 

Model 1d: Variance of slope fixed 
to zero for females 

-33917.04 67896 68083 1b 83.36 8c <0.001 

ADE model 

Model 2: Full ADE -33883.60 67829 68016 1 17.16 10 0.071 
Model 3: ADE♂=ADE♀ -33885.61 67817 67956 2 4 9 0.911 
Model 4: D on slope = 0 
               AE on slope 
               ADE on intercept 

-33886.16 67814 67941 3 1.12 2 0.571 

Model 5: D on intercept = 0 -33889.60 67819 67939 4 6.88 2 0.032 
Model 6: D on slope = 0 
                C on slope free 
               ACE on slope 
               ADE on intercept 

-33885.34 67816 67955 4 1.63 2 0.442 

Proportion of variance explained by ADE 
 Model 2 Model 4 CI (95%)d 
 Males Females    

A on the intercept 0.315 0.161 0.262 -0.009,0.534 
D on the intercept 0.380 0.501 0.398 0.114,0.682 
E on the intercept 0.306 0.338 0.340 0.282,0.397 
A on the slope 0.686 0.671 0.850 0.634,1.067 
D on the slope 0.311 0.170 0.000 - 
E on the slope 0.003 0.159 0.150 -0.067,0.366  

a. Models are nested to the previous: each subsequent model incorporates the constraints of the previous 
one. E.g., model 4 includes equality constraints on the parameters over males and females.  

b. Compared to model  

c. With the constraint of the variance to be zero, all the covariances that involve that variance are also 
fixed to zero.  

d. Symmetric confidence intervals based on standard errors.  
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Model 1c and 1d were intended to test the significance of the variance of the first 
slope in males and females, given the low values compared to the variances of the 
intercept. The two models in which the variance of the first slope was constrained to 
zero fitted the data worse that the saturated model (p<.001), indicating that there is 
significant variation in the slope between 11 and 18 years old for males and females.  

The second part of table 6.4 shows the results of the genetic analyses. Model 2, 
the full ADE model depicted in figure 2, shows the same AIC and a lower BIC 
than the saturated model, in which only the twin correlations were estimated. Ac-
cording to the likelihood ratio test, the ADE model explains the data as well as the 
saturated model, and thus provides a good explanation of the pattern of correla-
tions. In model 3, A, D and E for both intercept and slope were constrained to be 
equal for males and females. This resulted in a decrease of the AIC and the BIC, 
and a non-significant chi square difference. Thus males and females do not differ 
in the amount of variance of the intercept and of the slope explained by genetic 
and environmental effects. In model 4, the non-additive genetic effects on the 
slope where fixed to zero, with a subsequent decrease in the AIC and the BIC. In 
terms of the likelihood ratio test, model 4 did not differ significantly from model 3 
(χ2(2)=1.12, p.=0.571), and thus individual differences in the slope of aggression 
between 11 and 18 are not explained by non-additive genetic variance. In model 5, 
dominance genetic effects on the intercept were fixed to zero. This constraint re-
sulted in an increase in the AIC, whereas the BIC remained the same compared to 
model 4. Model 5 provided a significantly worse fit (p<0.05) than model 4, indi-
cating that the non-additive genetic effects on the intercept are significantly 
different from zero. Finally, given that D could be fixed to zero on the slope in 
model 4, and in concordance with the pattern of twin correlations on the slope for 
males and DOS, we estimated in model 6 an ACE model for the slope, The C fac-
tors were correlated 1 for MZ and DZ twin pairs.  Model 6, with an ADE model on 
the intercept and an ACE model on the slope fitted the data as well as model 4, 
with an ADE model on the intercept and an AE model on the slope (p=0.442).  
Model 4 was selected as the best model, as it provides the most parsimonious ex-
planation of the data, according the AIC and the BIC. According to model 4, 26% 
of the variance on the intercept is due to additive genetic effects, 40% to non-
additive genetic effects, and 34% to the non-shared environment. Most of the vari-
ance on the slope between 11 and 18 years old was explained by additive genetic 
effects, with no non-additive genetic effects, and small effects of the non-shared 
environment. Note that this is the variance of the latent factors, considered as true 
variance, and therefore the E component does not comprise measurement error.  
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Point estimates and confidence intervals for the estimates of the final model 4 can 
be found in Table 6.5. In this table it can be observed that the path coefficients from Ai 
and Di to the slope factor were non significantly different from zero. The path coeffi-
cient from Ei to the slope was significant (p<0.05), indicating that the low correlation 
between intercept and slope is entirely explained by the non shared environment.   

 

Table 6.5.  

Confidence Intervals of parameter estimates for final models constrained in table 6 4 

 
Lower 99% Lower 95% 

Point Estimate 
(%variance) 

Upper 95% Upper 99% 

ai 0.632 0.873 1.639 2.404 2.645 
di 0.946 1.165 1.865 2.565 2.785 
ei 1.533 1.583 1.741 1.900 1.950 
ais -0.511 -0.425 -0.149 0.126 0.212 
dis 0.000 0.000 0.000 0.000 0.000 
eis -0.048 0.015 0.215 0.415 0.478 
as 0.636 0.693 0.874 1.055 1.112 
ds 0.000 0.000 0.000 0.000 0.000 
es -0.407 -0.271 0.159 0.590 0.725 
Mean intercept: males 
                           females 

6.53 
6.90 

6.59 
6.95 

6.81 
7.13 

7.02 
7.60 

7.09 
7.36 

Mean slope 1: males 
                        females 

-0.80 
-0.52 

-0.75 
-0.47 

-0.59 
-0.35 

-0.43 
-0.22 

-0.38 
-0.18 

Mean slope 2: males 
                        females 

-0.22 
-0.22 

-0.21 
-0.21 

-0.18 
-0.19 

-0.15 
-0.17 

-0.14 
-0.16 

 

 

DISCUSSION 
In the present paper longitudinal changes on aggressive behavior between the ages of 
11 and 40 were analyzed. Mean scores on aggressive behavior decrease during adoles-
cence. These changes are steeper in males than they are in females, which is probably 
due to the higher prevalence of aggression in males in the early ages (Loeber et al., 
1997). As shown by the results of the growth modeling, the end of adolescence, repre-
sented by the age 18, can be considered the beginning of the stabilization of 
aggressive behavior in the adult life, and thus marks an important developmental pe-
riod. Aggression continues decreasing slowly to the age of 40, while sex differences 
fade.  

The presence of individual differences in the rate of change until the age of 18 is 
consistent with previous studies that found different trajectories that helped to identify 
normative groups and groups with potential behavioral problems over time. Normal 
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adolescents either show consistent low levels of aggression, or decreasing levels in 
aggression during late adolescence (Moffit, 1993; Schaeffer et al., 2003).  

Females showed larger mean levels of aggression at age 18 compared to males. 
This result has been observed in previous studies using self reports in young adults 
(Ferdinand et al., 1995; Pulkkinen et al., 1993), and might be related to the later onset 
of aggression in females (Loeber et al., 1997).  

The genetic analyses focused on the variation at a specific age point, namely 18 
years old, and the variation in the rate of change in aggression, as estimated by the 
growth curve model. This choice contrasts with the majority of studies on adult sam-
ples where it is common practice to work with heterogeneous samples with respect to 
age, and obtain a pooled estimate of heritability for the entire sample. Given that ag-
gression is a variable especially sensitive to age differences, compared to other 
personality variables (Rebollo, Dolan, & Boomsma, 2006), we chose to estimate the 
sources of variance at a specific age, parallel to what is commonly done in children 
samples. The pattern of DZ correlations observed is consistent with the previous stud-
ies on adult samples (Coccaro et al., 1997; Rushton et al., 1986; Sluyter et al., 2000; 
Tellegen et al., 1988). The results of the genetic analysis showed that 26% of the vari-
ance on aggression at the age 18 is explained by additive genetic effects, 40% by non-
additive genetic effects, and 34% by the non-shared environment. There were no sex 
differences in the amount of variance explained by A, D and E. These results differ 
from previous results in two aspects. The estimate of the non-shared environmental 
component is rather low, considering that it is expected to rise in adulthood (Rhee & 
Waldman, 2002). This result is probably due to the fact that in most studies the vari-
ance decomposed is that of the observed scores, and therefore the E component 
includes measurement error. In the present study it is the variance of the true score, as 
identified in the latent growth model, that is modeled, and therefore the E component 
is free from measurement error. Measurement error is comprised in the residual term 

( iε  in equation 1). 

The clear presence of non-additive genetic effects had only been detected in Coc-
caro et al.’s study (1997). The progression from shared environment in childhood to 
non-additive genetic effects in adulthood is a relatively new finding. We might specu-
late that the shared environmental effects in childhood reflect the progress of the 
learning process through which children acquire the social skills to express their anger 
or frustration in a socially acceptable way. At the age of 18, most children will have 
completed this learning process, and as a result, shared environmental effects tend to 
fade. Furthermore, in the transition to young adulthood, when the siblings leave their 
parents house, they no longer share influences stemming from the neighborhood, or 
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the school, i.e., influences that are known to moderate the expression of aggressive 
behavior, and are part of the shared environment during childhood (Loeber et al., 
1997). Another likely explanation is that the C component, often found in children 
studies, might be due to a bias in parental ratings (Hudziak et al., 2003) that disappears 
when self ratings are used. Nevertheless, it should be noted that with the classic twin 
design, the presence of non-additive genetic effect does exclude the effects of the 
shared environment; such effects may be present, but overruled by the effects of non-
additive genetic variance.    

 The emergence of dominance genetic effects may be due to changes in the preva-
lent ways through which aggression is expressed in adulthood. There is a 
developmental trend from adolescence to young adulthood, which entails a decrease in 
overt aggression (Achenbach, Howell, CcConaughy, & Stanger, 1995). Coccaro et 
al.’s  (1997) study suggests that it is the emotional and indirect expression of aggres-
sion that is mostly influenced by non-additive genetic effects, and not its physical 
expression. This is consistent with previous evidence on Type A Behavior, and Anger 
(Rebollo & Boomsma, 2006a; Rebollo & Boomsma, 2006b; Sims et al., 1991), which 
comprise the emotional components of the Aggression-Hostility-Anger syndrome 
(Sluyter et al., 2000). 

The importance of non-additive genetic effects in the explanation of individual dif-
ferences in personality has been emphasized previously (Eaves, 1988; Loehlin, 1986; 
Lykken et al., 1992), and is gaining support with the addition of extended families 
designs to the classic twin design (Eaves & Carbonneau, 1998; Keller et al., 2005; 
Rebollo et al., 2006a; Rebollo et al., 2006b). High levels of non-additive genetic varia-
tion are indicative of the evolutionary origins of the variation in a given trait, 
indicating that it has not been neutral to selection (Eaves, 1988; Keller et al., 2005; 
Mather, 1966). This specific finding is not surprising in human traits like aggression, 
hostility, or anger, as these behaviors are related to the basic emotions of fear, frustra-
tion, and stress, which are also present in more primitive species (Gray, 1987). 

 Future studies should explore if different subtypes of aggression previously found 
with the CBCL are applicable to the YSR in young adults, i.e., relational aggression 
vs. direct aggression (Ligthart et al., 2005). This is especially relevant given that it is 
expected that relational-social aggression gains importance with adulthood (Achen-
bach et al., 1995; Ferdinand et al., 1995). It has been suggested that social aggression 
is more environmentally determined, whereas physical aggression is more genetically 
determined (Brendgen et al., 2005), but it is unlikely that this would apply in adult 
samples given the observed low DZ correlations in the present and previous studies. In 
this vein, Coccaro et al. (1997) in a sample of adults found zero DZ correlations and 
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non-additive genetic effects from 28-40% for verbal assault, indirect assault and irrita-
bility, whereas for direct assault the DZ correlations was slightly higher .16, and 
exclusively additive genetic effects were found.  

The distinction between the emotional and the behavioral components of aggres-
sive behavior in adult individuals, in combination with the statistical power that is 
conferred by extended family designs, will help to extend and clarify the results found 
in the present study. Advances in molecular genetics, and the study of the effects of 
specific genes (Manuck et al., 1999; Sluyter et al., 2000), and particularly the interac-
tion between different genes (Reuter et al., 2005)  are powerful tools to enhance our 
understanding of the precise ways through which non-additive genetic variation trans-
lates into phenotypic variation.  



 

 

 
Chapter 7 
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¨Sciences need systems for classifying their phenomena whether these 

are astronomical objects, units of matter, or species of animals. A sci-

ence of astronomy that made no distinctions among planets, stars, and 

galaxies, a geology that regarded every rock as a unique structure, or a 

biology that could only distinguish two-legged from four-legged crea-

tures, would not progress very far in understanding or prediction. (…) 

Disinterest in the classification of personality traits (if not total denial of 

the existence of behavioral consistencies) has led to faddish areas of 

study and endless generalizations about “personality”, per se, rather 

than study of actual phenomena. Personality psychology has been more 

involved in search for a paradigm than in the development of a para-

digm, the exception being the work of Eysenck (1985) and Gray (1987). 

One might say we are in an era of “paradigm conflict” (Zuckerman, 

1991, p. 1).   

 

Marvin Zuckerman wrote this fifteen years ago. His own work in the subsequent 
years (Zuckerman, 1992; Zuckerman et al., 1996; Zuckerman et al., 1993; Zuckerman 
et al., 1991) was directed towards the development of a paradigm of personality, on 
the basis of Eysenck’s and Gray’s theories.  In 1986, Cloninger developed his psycho-
biological theory of personality based on the results of twin and family studies. 
Cloninger’s dimensions seemed to have a great deal in common with Gray’s and 
Zuckerman’s dimensions. The relationship between these and Eysenck’s personality 
types was less clear (Zuckerman et al., 1996). Nowadays, the Five Factor Model 
(McCrae et al., 1997; Norman, 1963) has received a great deal of empirical support, 
largely based in the identification of the five factor structure across methods, gender, 
ages and cultures. It is in view of this support that the Five Factor Model is considered 
by some as a predominant paradigm (Bazana et al., 2004; McCrae et al., 1997). How-
ever, from a psychobiological perspective, the identification of basic dimensions of 
personality requires the satisfaction of several criteria (Eysenck, 1992a; Zuckerman, 
1992), in addition to the reliable identification of dimensional factor structures across 
methods, genders, ages, and cultures. These include (1) the stability of the dimensions 
over time, (2) at least moderate heritabilities of the dimensions, (3) the identification 
of similar kinds of behavioral traits, which are indicative of the dimensions, in infra-
human species, (4) the identification of the dimensions with some significant biologi-
cal markers, and (6) the identification of the neural substrate of the dimensions 
(Zuckerman, 1991; pp.4-5). Given these requirements, personality psychology is still 
far from the establishment of a commonly accepted paradigm, analogous to what is 
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found in other fields, such as, say, the study of cognitive abilities (Carrol, 1993). Apart 
from the two generally accepted traits, common to the majority of personality theories, 
namely Neuroticism (N), and Extraversion (E), little agreement and great variability 
exist with respect to the number and the nature of the basic dimensions of personality, 
which are considered necessary to explain individual differences in human behavioral 
tendencies.  

This thesis uses a large sample of 17557 individuals, combined with a repeated 
measures design, to investigate the structure of personality, while taking into account 
intra and interindividual differences due to age. With this strategy we have tried to get 
closer to a latent representation of the variation in basic personality dimensions. The 
combination of a large sample, a wide variety of personality variables, and advanced 
statistical modeling has led to the identification of a potential third basic dimension of 
personality, along side Extroversion or Neuroticism. The importance of this dimension 
has been recognized before, although different labels have been used to denote it. For 
instance, personality theorists like Gray and Zuckerman have considered this dimen-
sion, denoting it Aggressive-Hostility (Zuckerman), and the Flight-Fight System (FFS; 
Gray). Medical psychologist and psychiatrist have discussed this dimension in terms 
of  Type A Behavior Pattern (TABP; Friedman & Rosenman, 1974), and the “Agres-
sion-Hostility-Anger syndrome”  (Sluyter et al., 2000). The theoretical and practical 
importance of this third dimension is great. For instance, it is worth noting that “pres-
ently, anger, hostility and aggressiveness collectively represent one of the most widely 
studied psychosocial risk factors for CHD  (Coronary Heart Disease) and premature 
mortality, and most –but certainly not al- of the available studies support this associa-
tion” (Smith, Glazer, Ruiz, & Gallo, 2004, p.1218). 

Given the presence of substantial genetic variance with respect to TABP, anger, 
and aggression (see chapter 4 to 6 of the present thesis), and in view of Cloninger’s 
definition of character [character is based on the conceptual organization of experi-
ence, i.e. verbal learning, the acquisition of learning sets, and abstract 
conceptualization that influences behavioral goals and expectancies. Environmental 
effects should be more important character development than for temperament 
(Cloninger et al., 1993)] , it is difficult at this point to identify our third factor with 
Cloninger’s cooperativeness. The relationship between our third factor and the N di-
mension, suggested in chapter three, might be based on the fact that both entail some 
kind of negative emotionality. Both anxious and aggressive (or hostile) reactions may 
be responses to the same kind of stimuli, namely those related to fear, stress, or frus-
tration. According to Gray (1987), the predominant reaction is governed by the 
conditioned versus unconditioned nature of the stimuli. Conditioned stimuli are sup-
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posed to activate the Behavioral Inhibition System, whereas unconditioned stimuli 
would activate the FFS. However, Gray’s distinction seems difficult to apply to human 
behavior, especially in modern societies, where few stimuli, to which we react, are 
indeed unconditioned. We might speculate that the predominant emotional and behav-
ioral reaction to stimuli related to fear, stress, or frustration, as well as the 
consequences of those reactions for health and lifestyle, is determined by the personality 
of a given person, i.e., high or low trait levels on N, and the third factor that we will 
label Aggressive Emotionality (AE).  

 In this study we have attempted to satisfy some of the criteria that were estab-
lished by Zuckerman (1991; 1992) and Eysenck (1992a) to identify Aggressive 
Emotionality as a basic dimension of personality.  Zuckerman’s first criterion is “reli-
able identification of dimension factor structures across methods, genders, ages and 
cultures” (Zuckerman, 1991; p.4). According to the results of chapter three, these vari-
ables –anger, aggression, TABP, rule breaking behavior- tends to cluster together, and 
are distinct from other factors. Similarly, Zuckerman’s studies with several different 
instruments and variables showed consistent evidence for the emergence of AE as a 
coherent factor that is independent from Psychoticism, Impulsivity or Neuroticism  
(Zuckerman et al., 1996; Zuckerman et al., 1988; Zuckerman et al., 1993; Zuckerman 
et al., 1991). Aluja et al. (2004) provided empirical support the presence of the AE 
factor in the Spanish population. Further research is necessary to refine the exact 
description of this factor, and to replicate its structure with different instruments and 
across different cultures. Age variability was modeled and controlled for in chapter 3, 
but generational differences might still be present and are certainly a matter of study in 
the future. The factor model estimated in chapter three can be extended to study meas-
urement invariance across gender and cohorts.  

Zuckerman’s second criterion is the “stability of measured dimensions in the same 
individuals over time” (Zuckerman, 1991; p.4). Chapter 3 provided support for the 
longitudinal stability of the components of the AE factor (with the exception of TABP, 
which was assessed only once). Anger, aggression, and rule breaking behavior are 
characterized by stability coefficients in a two years interval ranging from 0.382 to 
0.616. For Aggression and Rbb, stability coefficients over a nine year interval are 
0.424 and 0.301, respectively. Thus, anger, the variable closest to the emotional ex-
perience (as opposed to its behavioral manifestation), shows the highest stability. The 
results of the latent growth models of chapter three showed that Aggression and Rbb 
are the personality variables that are most affected by age differences. Chapter 6 
shows that the great majority of changes in Aggression take place before individuals 
reach young adulthood. After the end of adolescence, aggressive behavior tends to 
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stabilize. Genetic analyses in chapter 5 showed that genetic factors explained 61% 
(47% in females) and unshared environmental effects explained 39% (53% in females) 
of the stability of anger. Additive genetic effects were very stable (genetic correlations 
0.88-0.98), while dominance genetic effects (0.65) and the non-shared environment 
(0.48-0.51) were also considerably stable. In chapter 6, the genetic analysis of the 
growth curves showed that variability in the changes occurring in aggression during 
adolescence between 12 and 18 years old is due exclusively to additive genetic effects. 
It should be interesting to find out whether more indirect forms of aggression (than 
purely physical expressions of aggression) show a different pattern of stability.  Fur-
ther research is also necessary to study the intraindividual changes occurring on anger 
over a longer time interval. This will be possible after survey 7 of the Netherlands 
Twin Register, collected in 2005/06 which includes the anger inventory.  
 The age variability of the sample was handled differently in chapter 3 and 
chapter 6. The Mehta and West approach (2000) applied in chapter six is in principle 
preferred, as it is more flexible in terms of establishing the shape of the growth and 
testing alternative models. This approach could not be applied in chapter three, as the 
multivariate character of the data made the estimation impossible, due to an excessive 
number of integration points. According to Mehta and West (2000), both ways of 
modeling age differences are equivalent, when the growth is linear across age. Certain 
deviations from linearity along age are accounted for by the age covariate (chapter 3), 
when the effects of age on the slope are significantly different from zero. Thus, when 
the purpose of the study, as it was in chapter 6, is to model the shape of the growth 
along age as precisely as possible, the Mehta and West (2000) approach is more flexi-
ble. In chapter three, the purpose was to control for the effects of age and the 
longitudinal design, and that was efficiently done through the growth model with age 
as a covariate on intercept and slope.  

 Zuckerman’s third criterion concerns the “identification of similar kinds of behav-
ioral traits marking the factor in other species of animals” (Zuckerman, 1991; p.4). 
Although we did not address this issue in the present thesis, there is a large body of 
literature that focuses on aggression in primates, as a model for human aggression 
(Honess & Marin, 2006). Studies with primates are quite relevant to the study of hu-
mans, because of the importance of social behavior, and its close relationship with 
aggressive behavior. Research on aggressive behavior in mice, in contrast, has been 
more directed towards the study of the neurological and genetic causes of variation in 
aggression (D'Souza, Kel, & Sluyter, 2003; de Boer, van der Vegt, & Koolhaas, 2003; 
Feldker, de Kloet, Kruk, & Datson, 2003; Miczek, Maxson, Fish, & Faccidomo, 
2001). 
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 Zuckerman’s fourth criterion requires “at least moderate heritability for the di-
mension” (Zuckerman, 1991; p.4). Figure 7.1 displays the results of the variance 
decomposition of TABP, anger, and aggression, as reported in chapters four, five, and 
six of this thesis. The estimates of broad heritability were consistently significant, and 
ranged from 34% for anger (in females) to 66% for aggression. The relatively larger 
estimate obtained for aggression is in part explained by the fact that the latent pheno-
type was modeled, which eliminates the measurement error from the unshared 
environmental component.  

 Consistent with the literature, the three phenotypes showed DZ correlations lower 
than half the MZ correlations. The DZ correlations were conspicuously low for anger 
and TABP, calling for alternative explanations in addition to the presence of additive 
genetic effects. These low DZ correlations could be explained by the presence of non-
additive genetic effects on the three variables, except for anger in females. Competi-
tive sibling interaction effects were rejected as a possible explanation for the low DZ 
correlations because they were found to be non-significant and non-consistent for both 
Anger and Type A Behavior.  

Figure 7.1 

Decomposition of the variance of Aggression, Anger and TABP into A-Additive genetic effects, D-non-
additive genetic effects and E-Non-shared environment, from chapters 4, 5 and 6.  

 

Our results are consistent with recent pervasive evidence for non-additive genetic 
variation in personality dimensions obtained with extended families design (EFD) 
(Eaves et al., 1999; Eaves et al., 1998; Keller et al., 2005).  As established repeatedly 
in twin studies dating back to the nineteen eighties, there is little influence of shared 
environmental effects on individual differences in adult personality (Plomin & 
Daniels, 1987). However, the role of additive and non-additive genetic effects has 
remained unresolved, because of the lack of power to detect genetic non-additivity in 
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the majority of classical twin studies (Coventry & Keller, 2005). Recently, the inclu-
sion of family members of the twins, such as their parents, siblings, spouses, or 
children, has proven to be a very efficient way to increase the power to detect and 
distinguish a variety of effects, ranging from non-additive genetic effects to the effects 
of assortative mating, cultural transmission, or gene-environment correlations. Using 
an extended families design, the Eaves et al. (1998, 1999) and Keller et al. (2005) 
studies revealed strong evidence for non-additive genetic effects in Extroversion and 
Neuroticism (but not in Psychoticism), as well as in Cloninger’s personality dimen-
sions, harm avoidance, reward dependence and novelty seeking. Also in concordance 
with our results for AE, the authors did not find evidence of sibling interaction effects. 
Keller et al. (2005) discarded gene-by-age interaction as possible explanation of their 
results, as the DZ twin correlations and the sibling correlations were the same.  

Although the presence of dominance genetic effects seems a fairly plausible ex-
planation for the pattern of correlations found for aggression in chapter 6, the DZ 
correlations observed for anger and TABP are still too low to be explained exclusively 
by these effects. Another possible explanation proposed by Loehlin (1986) is the vio-
lation of the Equal Environments Assumption (EEA), according to which the MZ twin 
environments may be more similar than DZ twin environments, with a subsequent 
inflation of the MZ correlations with respect to the DZ correlations. The EEA has 
been tested repeatedly using a variety of methods. The results often indicate that MZ 
twins do actually tend to have more contact, and share more environmental factors, 
such as education, occupation, health behavior, and social support (Horwitz, Videon, 
Schmitz, & Davis, 2003; Lykken, McGue, Bouchard, & Tellegen, 1990; Posner, 
Baker, Heath, & Martin, 1996; Scarr & Carter-Saltzman, 1979). However, this greater 
similarity does not seem to result in bias in the estimates of heritability or shared envi-
ronment. Carmelli et al. (1988) demonstrated how adjusting the heritability estimates 
for environmental covariates shared by siblings barely changed the results. Posner et 
al. (1996) and Lykken et al. (1990) investigated the relationship between frequency of 
contact and similarity, and its possible effects on the estimates of the variance compo-
nents. Lykken et al. (1990) demonstrated that it is similarity between pairs of 
individuals that leads to an increase in contact, rather than the other way around. The 
results of Posner et al. (1996) suggested that, although the direction of causality be-
tween similarity and contact might be bidirectional, unless the sample is divided into 
high and low contact individuals, the parameter estimates of genetic models are not 
biased. In addition, and more generally, to the extent to which the direction of causa-
tion is similarity to contact for a given trait, no bias at all is expected. Finally, 
Eaves et al. (2003) demonstrated in a simulation study that the claim that differ-
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ences in similarity in contact falsify the EEA are clearly  unfounded, and that 
stratification studies may be simply pointing to the role of genetic factors in niche 
selection. Thus, violation of the EEA is not a likely explanation of the pattern of 
DZ correlations for anger and TABP.  

Reed et al. (1991) found effects of placentation on twin similarity on TABP 
measures. Monochorionic pairs resembled each other more than dichorionic pairs. 
The authors interpreted these results as a special case of violation of the EEA. In 
any case, violations of the EEA that entail the existence of special MZ, more gen-
erally  twin environments (as opposed to those of full siblings, half siblings, or 
even singletons), can nowadays be modeled explicitly in Extended Families De-
signs in combination with Structural Equation Modeling. Derks et al. (2006) 
explore the conditions under which the EEA can be tested. The authors found that 
violations of the EEA can lead to overestimation of the heritability and underesti-
mation of the shared environmental influences. They analyzed data on spatial 
ability and aggression from the NTR, finding no detectable violation of the EEA.  

Thus, if dominance genetic effects are not enough, and neither sibling interac-
tion effects nor violations of the EEA are viable explanations, what is the 
explanation of the low DZ correlations? Eaves (1988; 1999) suggested that DZ and 
sibling correlations of zero or close to zero are too low to be explained exclusively 
by dominance genetic effects. However, the idea of large contributions of high-
order interactions between large numbers of relatively infrequent alleles at differ-
ent loci, that swamp additive genetic effects (e.g. emergenesis, Lykken et al., 
1992), also seems unlikely, as there is little evidence in experimental organisms 
that heterozygous effects exceed additive deviations. However, the very low sib-
ling correlations compared to those of MZ twins could be explained by 
interactions between pairs of loci (“digenic interactions”). These epistatic dupli-
cate gene effects, or digenic interactions, are consistent with the hypothesis that 
links the presence of genetic non-additivity in personality traits with processes of 
strong directional or ambidirectional (stabilizing) selection, where the action and 
interaction of alleles is modified to optimize the expression of the trait by favoring 
one extreme of the population (directional), or an intermediate optimum (stabiliz-
ing), or to protect the expression of the trait against possible disadvantageous 
mutations (Fisher, 1958; Hay, 1980). Therefore, some authors hypothesize that 
basic personality traits may manifest phylogenetically early properties of the nerv-
ous system (Eaves et al., 1999).  

The genetic analyses of anger and TABP in this thesis benefited from the in-
clusion of parental data, as such additional data increases of power to detect 
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genetic the variance component A. However, chapter 6, concerning the genetic 
analysis of aggression, did not include such additional data. A recent review on pa-
rameter bias in the classical twin design (CTD) compared to the estimates obtained 
using the CTD and the EFD. This review showed that, on average, the CTD provides 
upwardly biased estimates of A, and downwardly biased estimates of D (Coventry et 
al., 2005). However, the estimate of additive genetic effects on the aggression paper 
did not differ conspicuously from those for anger and TABP, and contrary to the ex-
pectations, the non-additive genetic component on aggression was the largest estimate 
compared to those obtained in the analyses of the other phenotypes. It may well be 
that the large sample size, the larger DZ correlations and the repeated measures design 
increased the power of the aggression study to detect genetic non-additivity.  

Summing up, the evidence for genetic variability, be it additive or non-additive, in 
Aggressive Emotionality is pervasive in the three phenotypes studied in this thesis, 
i.e., in all three components of the Aggressive Emotionality dimension. This evidence 
is well in line with the results of previous studies on related phenotypes, and with evi-
dence on basic personality dimensions such as Extroversion and Neuroticism.  

The last of Zuckerman’s criteria refers to “the identification of the dimension with 
significant biological markers, and the identification of the biological systems com-
prising the neural substrate for the dimension” (Zuckerman, 1991; p.4-5). Although, 
we did not address this criterion in this thesis, there are several lines of research that 
support the relationship of a polymorphic variation in the gene for monoamine oxi-
dase-A (MAOA) and a polymorphism of the gene coding for tryptophan hydroxylase 
(TPH) with aggression and anger related traits (Jacob et al., 2005; Manuck et al., 
1999; Manuck, Flory, Ferrell, Mann, & Muldoon, 2000). Additionally, the allele of the 
MAOA gene, which is associated with higher aggression scores, has also been associ-
ated with low central nervous system serotonergic responsivity (Manuck, Flory, 
Muldoon, & Ferrell, 2002).  

In summary, the evidence presented in this thesis work contributes to the evidence 
from previous research related to anger, aggression, and type A Behavior. The result 
results suggest that there is sufficient support to consider Aggressive Emotionality a 
basic, psychobiological, dimension of personality, which exists at the same hierarchi-
cal level as Extroversion and Neuroticism. 

 

FUTURE DIRECTIONS 

The study of the nature of Aggressive Emotionality is an interesting line of research to 
continue, both for its basic theoretical interest, and for its possible practical implica-
tions for the individual and society.  
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 On the basic theoretical level we need to develop a more detailed description 
of the Aggressive Emotionality dimension. There are various studies that can be con-
ducted to this end. First, multivariate studies should be undertaken that involve these 
(anger, aggression and TABP) and other, related, measures in the study of common 
genetic and environmental sources of variance. If the dimension is robust and unitary, 
these variables should share a common causal background. Recent research has also 
pointed to the need to differentiate between different expressions of anger and aggres-
sion, e.g., anger in, anger out, physical aggression, and social aggression. Different 
expressions of aggressive emotionality may not only be caused by different factors, 
but may also have different consequences (Siegman, 1994a). 

Further research should also address the identification of the specific genes and 
neural systems involved in the regulation of aggressive emotionality (Houston, 1994; 
Siegman et al., 1994) . Advances in this field may lead to treatment for people with 
high trait levels by the regulation or modification of relevant underlying endopheno-
types. As mentioned above, recent research suggests that the focus, at least initially, 
should be on the genes that are involved in the MAOA system, and the central nervous 
system serotonergic responsivity, which is in turn related to responsivity to environ-
mental stressors, particularly social stressors (McCaffery, Bleil, Pogue-Geile, Ferrell, 
& Manuck, 2003). Considering the results from the present study regarding the impor-
tance of the non-additive genetic variation to explain individual differences in AE, the 
research on gene finding may benefit from a focus on gene–by-gene interactions, 
instead of the additive effects of single genes (Reuter et al., 2005).  

As argued in chapter one, no less important than the effect of specific genes, are 
the specific environmental effects. However, the nature of the environmental variance 
in behavioral genetic models is still unclear, at least in adult samples. It seems that 
shared environmental effects present during school years fade completely after adoles-
cence. One possible explanation for this phenomenon would be that the C component 
is merely a manifestation of rater bias that characterize parental reports (Bartels et al., 
2003). The increase in the magnitude of non-shared environment in adulthood (Rhee 
et al., 2002) might suggest that the effective environment in the adult years is not 
shared by the siblings who originate from the same family. This also implies that, 
regardless of the exact nature of the shared environmental effects, they are transitory. 
This calls for a redefinition, or at least a refinement, of the concept of environment in 
genetic analysis. As discussed in chapter 6, the majority of people embark upon adult-
hood around the age of 18. From that age, approximately, each person builds his or her 
own shared environment, or adult family environment, either alone or with a partner. 
The extended families design allows distinctions by defining different classes of envi-
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ronmental effects,  e.g., an environmental factor shared by the spouses, different from 
that shared by the twins and their parents (Keller et al., 2005). In order to establish 
whether the influences of shared and non-shared  environments are actually tempo-
rary, or whether they have long lasting, or cumulative effects (Roberts et al., 2002) 
will emerge eventually from longitudinal studies. Overall, the research on environ-
mental effects will benefit from the inclusion of measured environments and spousal 
data in twin studies, in order identify the effective factors in the non-shared environ-
ment black box. 

 Finally, merging theory and practice, the study of the interaction between genes 
and environment is a promising line of investigation. An ongoing research program on 
antisocial behavior has shown how, for example, response to the same environmental 
hazards varies with genotype (Caspi et al., 2002; Foley et al., 2004). Caspi et al. 
(2002) and Foley et al. (2004) found that the association between childhood maltreat-
ment and subsequent antisocial behavior was a function of  MAOA activity, which is 
the gene expression level associated with allelic variants of the polymorphism in the 
MAOA gene, i.e., the same polymorphism that has been associated with aggression 
and serotonergic responsivity (Jacob et al., 2005).  Conversely, the effects of identical 
genotypes may be moderated by different environments. It is this second kind of inter-
action that may be relevant given therapeutic and preventive objectives. For example, 
for the purpose of prevention, children and adolescents with high levels of Aggressive 
Emotionality may benefit from the imposition of a specific life style that alleviates or 
helps to avoid specific behavioral and or health problems. In terms of treatment, 
adults, who suffer health problems that are associated with a certain personality type, 
may benefit from the adoption of certain behavioral strategies or life changes that can 
compensate, and help them to manage, their behavioral tendencies, leading to healthier 
life styles (e.g., a change of profession). In other words, we might want to learn how 
to avoid certain gene environment correlations that can buffer the outcome of a given 
genotype.  

In a review on the relationship of anger, hostility, and aggression on the one hand, 
and coronary heart disease on the other, Smith et al. (2004) discussed recent research 
that suggests that hostile persons display heightened reactivity (e.g., blood pressure, 
heart rate, cortisol, etc.) to interpersonal stressors, but not to nonsocial stressors. If 
physiological reactivity is one of the links between AE and the increase in the risk 
of coronary heart disease, then people with high AE would be well advised to adopt a 
life style that avoids interpersonal stressors. Smith et al. (2004) also pointed out that 
hostility is associated with less social support, and less psychophysiological benefit 
stemming from social support. Hostile individuals not only show high reactivity to 
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stressors, but also behave in a way that results in more frequent and more pro-
nounced exposure to those stressors. It is this kind of phenotype-environment 
correlation that should be avoided. However, it should be noted that Smith et al. 
(2004) discussed only correlational studies. These studies have the same limita-
tions that characterize developmental studies, as discussed in chapter one. If a 
correlation is found between a phenotype like AE and an environmental factor, 
such as exposure to social stressors or low social support, the exact causal connec-
tion between the two remains to be elucidated. Some individuals might have a 
genetic proneness to high levels of AE, and have a tendency to be exposed to those 
environmental factors. On the other hand, some individuals may be characterized 
by a neutral genotype i.e., a genotype not prone to high AE, and display height-
ened aggressive emotions, as a consequence of the exposure to the environmental 
hazards (Middeldorp, Cath, Beem, Willemsen, & Boomsma, 2006). Similarly, 
some individuals with the AE prone genotype might have avoided risky environ-
mental factors, and maintained adaptive average levels of AE. A number of 
research design have been developed within the field of behavioral genetics to 
disentangle the nature of the interaction between the environment and the genotype 
(Purcell, 2002; Purcell et al., 2002). These involve, inter alia, the use of twin and 
family samples combined with the measurements of the environment, where the 
latter feature in the model as modifiers of genetic effects. In addition, the meas-
urement of both genotype and environment has been proposed to study the 
responses of different genotypes to the same environment, or the responses of the 
same genotype to different environment circumstances.  

Summing up, Aggressive Emotionality can be viewed as a basic dimension of 
personality, which is factorially distinct from the other basic dimensions consid-
ered in this study. Variability in this dimension is influenced by non-additive 
genetic variation in adulthood, and the effective environmental factors are, in prin-
ciple, not shared by the members of the same family. Those personality traits that 
form this dimension have been consistently related with several social phenomena, 
but especially with cardiovascular health problems. Behavior genetic studies of the 
proportion of variance explained by genes and environment constitute only a first 
step towards the understanding of the process through which genetic and environ-
mental variation act and interact to give rise to variation in a specific phenotype 
(Kendler, 2005). A detailed understanding of this process may be instrumental in 
the prevention of the coronary heart disease and cardiovascular disease associated 
with high levels of Aggressive Emotionality. 
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ENGLISH SUMMARY 

When considered in the light of the aims and principles of psychobiology (Zuckerman, 
1991), a commonly accepted paradigm, analogous to that which characterizes the 
study of cognitive abilities (Carroll, 1993), has yet to be established in personality 
psychology . Apart from the two generally accepted traits Neuroticism (N), and Extra-
version (E), which are common to most personality theories, , little agreement and 
great variability exist with respect to the number and the nature of the basic dimen-
sions of personality, which are considered necessary to explain individual differences 
in human behavioral tendencies.  

The present thesis represents a contribution to the identification of the basic di-
mensions of personality from a psychobiological perspective (Eysenck, 1992a; 
Zuckerman, 1992). To this end, we made use of the personality data from the ongoing 
longitudinal study of the Netherlands Twin Register (Boomsma et al., 2002). Data 
from close to twenty thousand individuals from twin families were collected in six 
survey studies from 1991 to 2002. Because of the large sample size, the composition 
of the measured phenotypes, and the longitudinal design of the study, the present data 
form an invaluable resource for the study of the structure of personality and its sources 
of variance.  

Chapter 1 provides an introduction to the field of Behavioral Genetics, the 
methods of twin and family studies, and the general findings concerning the genetic 
and environmental sources of individual differences in personality.  Chapter 2 contains 
a simulation study that gauges the effects in terms of bias on standard errors and chi-
square statistics of treating clustered data (due to dependency of family members) as if 
there were independent. In addition, chapter 2 assesses the efficiency of an estimator, 
which corrects for dependency. The results showed that when family-clustering is 
ignored in phenotypic analysis, i.e., by treating individual cases as independent, and 
using standard Maximum Likelihood estimation, there is a tendency for the chi-square 
statistic to be overestimated, and the standard errors of the parameters to be underes-
timated. This bias increases with greater family resemblance, due to heritability or 
shared environment. The source of family resemblance, i.e., heritability (h2) and/or 
shared environment (c2), interacts with the composition of the sample. In the absence 
of c2, samples with twins, parents, and spouses are associated with the least bias, 
whereas in the presence of c2, samples with only twins are associated with the least 
bias. In all conditions the bias remained below 15%. The use of the ‘complex option’ 
available in Mplus (clustering corrected Robust Maximum Likelihood estimation) 
reduces the bias to the levels observed when only independent cases are considered. 
Thus with the use of robust estimates the bias due to family dependency is practically  
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negligible in all conditions of dependency.  In conclusion, chapter 2 shows that the 
bias due to dependency in family data does not form a serious obstacle to phenotypic 
data analysis. Therefore Robust Maximum Likelihood estimation was applied in sub-
sequent chapters.  

Chapter 3 provides an overview of the leading psychobiological theories of per-
sonality, namely the theories of Eysenck, Gray, Cloninger and Zukerman, and 
contains the results of an empirical study of the structure of personality. The aim of 
this study was to identify the nature of the third factor (or factors), beyond Extraver-
sion and Neuroticism. Because this study was based on a longitudinal design, we 
could   control age effects on inter- and intra-individual differences in personality. 
Using this approach, we extracted a third factor, which was defined by the variables 
Aggression, Anger, Type A Behavior, Extraversion, and Rule Breaking Behavior. 
This factor resembles Gray’s Fight Flight System and Zuckerman’s Aggressive-
Hostility factor, and is labeled Aggressive Emotionality in this study. The remainder 
of this thesis addressed the genetics of three of the components of the Aggressive 
Emotionality factor, namely Type A Behavior, Anger, and Aggression. These studies 
provide the the first steps towards the study of the characteristics of this third factor, as 
a possible basic dimension of personality.  

 In chapter 4 the genetic and environmental influences of Type A Behavior 
(TABP) were studied using an extended twin design (twins and their parents) in an 
attempt to identify the presence of non-additive genetic effects and sibling interaction 
effects. The results showed that 45% of the variance in TABP is due to genetic factors, 
(28% additive and 17% non-additive). The remaining 55% of the variance is attribut-
able to environmental factors not shared by the members of the same family. 
Competitive sibling interaction effects were not significant, and there was no evidence 
of sex differences either in variances or means. Chapter 5 addressed the same issues as 
chapter 4 with respect to the trait anger, by incorporating a repeated measures design 
that increased the power to detect replicable effects. Results showed that the sources 
of variance differ across sexes. In males, 23% of the variance is due to additive ge-
netic effects, and 26% to dominance genetic effects. In females, 34% of the variance is 
due to additive genetic effects, and no dominance effects are found. There was no 
consistent evidence to confirm the presence of competitive sibling interaction as an 
alternative explanation for the low correlations in DZ males. Finally, in chapter 6, we 
used the analysis of individual growth curves to study individual changes in aggres-
sion, and the genetics of aggression at age 18, in a sample of twins from 11 to 40 years 
old who participated in four survey studies between 1991 and 2000. The results 
showed that mean scores on aggressive behavior decrease during adolescence. By the 
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age 18, aggressive behavior stabilizes. The genetic analysis showed that most of the 
variance on the slope between 11 and 18 years old was explained by additive genetic 
effects. The results also showed that 26% of the variance on aggression at the age 18 
is attributable to additive genetic effects (A), 40% to non-additive genetic effects (D), 
and 34% to the non-shared environment (E). There were no sex differences in the 
amount of variance explained by A, D and E. 

In summary, this thesis, in conjunction with other evidence, shows that Aggressive 
Emotionality should be considered a basic dimension of personality, which is factori-
ally distinct from the other basic dimensions considered in this study. Variability in 
this dimension is attributable to non-additive genetic factors in early adulthood. The 
personality traits that form this dimension have been consistently found to be related 
with several social phenomena such as delinquent behavior or alcohol dependence, as 
well as with cardiovascular health problems. Behavior genetic studies addressing the 
contribution of genetic and environmental factors of the phenotypic variance consti-
tute only a first step towards the understanding of the process through which genetic 
and environmental factors act and interact to give rise to variation in a specific pheno-
type (Kendler, 2005). A more detailed understanding of this process will require both 
molecular genetic studies, and a more thorough study of specific environmental ef-
fects. 

 

SAMENVATTING (DUTCH SUMMARY) 

Dimensies in persoonlijkheid: een genetische benadering 
Bezien in het licht van de doelstellingen en de principes van de biologische 
psychologie (Zuckerman, 1991), moet binnen de persoonlijkheidspsychologie een 
algemeen geaccepteerd paradigma, analoog aan dat wat het onderzoek naar cognitieve 
vaardigheden karakteriseert (Carroll, 1993), nog geformuleerd worden. Er zijn twee 
algemeen geaccepteerde persoonlijkheidsdimensies, namelijk Neuroticisme (N) en 
Extraversie (E), die worden gevonden in de meeste persoonlijkheidstheorieën. 
Daarnaast bestaat er weinig consensus en grote variabiliteit met betrekking tot het 
aantal en de aard van de basisdimensies van persoonlijkheid, die nodig zijn om 
individuele verschillen in menselijke gedragingen te verklaren. 

Dit proefschrift is een bijdrage aan de identificatie van de basisdimensies van 
persoonlijkheid vanuit een psychobiologisch perspectief (Eysenck, 1992a; Zuckerman, 
1992). Hiervoor is gebruik gemaakt van persoonlijkheidsdata uit het lopende 
longitudinale onderzoek van het Nederlands Tweelingen Register (Boomsma et al., 
2002). Gegevens van bijna twintig duizend individuen uit tweeling families zijn 
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verzameld met zes vragenlijstmetingen tussen 1991 en 2002. Vanwege de grote 
steekproef, de samenstelling van de gemeten fenotypes en het longitudinale karakter 
van dit onderzoek vormen de data een waardevolle bron voor onderzoek naar de 
structuur van persoonlijkheid en oorzaken van verschillen in persoonlijkheid. 

Hoofdstuk 1 geeft een inleiding in de gedragsgenetica, de methoden van tweelingen 
familieonderzoek en vat de algemene bevindingen betreffende de genetische en 
omgevingsinvloeden op individuele verschillen in persoonlijkheid samen. 

Hoofdstuk 2 is een simulatie studie naar de mogelijke bias in de standaardfouten 
en de chi-kwadraat waarden wanneer geclusterde data (als gevolg van afhankelijkheid 
tussen familieleden) behandeld worden als onafhankelijk. Daarnaast wordt in 
hoofdstuk 2 de efficiëntie van een schatter onderzocht die corrigeert voor deze 
afhankelijkheid. De resultaten laten zien dat wanneer familie clustering wordt 
genegeerd in fenotypische analyses en wanneer Maximum Likelihood schattingen 
worden gebruikt, er een tendens is dat de chi-kwadraat waarde wordt overschat en de 
standaardfouten van de parameters worden onderschat. De bias neemt toe met 
familiegelijkenis, veroorzaakt door erfelijkheid of gedeelde omgeving. De oorzaak 
van familiegelijkenis – erfelijkheid (h2) en/of gedeelde omgeving (c2)- interacteert met 
de samenstelling van de steekproef. In de afwezigheid van c2, laten steekproeven met 
tweelingen, ouders en partners de minste bias zien, terwijl in de aanwezigheid van c2 
steekproeven met alleen tweelingen de minste bias laten zien. In alle onderzochte 
condities bleef de bias onder de 15%. Het gebruik van de ‘complex’ optie in Mplus 
(cluster gecorrigeerde Robust Maximum Likelihood schatting) zorgt voor een afname 
in de bias naar niveaus vergelijkbaar met de situatie waarin alleen onafhankelijke data 
worden gebruikt. Met het gebruik van de robuuste schattingen wordt de bias als 
gevolg van familie afhankelijkheid dus praktisch verwaarloosbaar onder alle condities 
van afhankelijkheid. Op basis van hoofdstuk 2 kan geconcludeerd worden dat de bias 
door afhankelijkheid in familie data geen serieus obstakel vormt voor fenotypische 
data analyse. Daarom is de Mplus Robust Maximum Likelihood schatting toegepast in 
volgende hoofdstukken. 

Hoofdstuk 3 begint met een bespreking van de leidende psychobiologische 
theorieën van persoonlijkheid, namelijk de theorieën van Eysenck, Gray, Cloninger en 
Zuckerman, en bevat de resultaten van een empirische studie naar de structuur van 
persoonlijkheid. Het doel van deze studie was om de aard van derde factor van 
persoonlijkheid te identificeren, naast Extraversie en Neuroticisme. Omdat dit 
onderzoek gebruik maakte van longitudinale data, was het nodig om te corrigeren voor 
leeftijdseffecten op inter- en intraindividuele verschillen in persoonlijkheid. Deze 
analyse heeft geleid tot de extractie van een derde factor, die bestaat uit de variabelen 
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Agressie, Boosheid, Type A gedrag, Extraversie en Norm overschrijdend gedrag. 
Deze factor lijkt op Gray’s “Fight Flight” systeem en Zuckermans Agressieve 
Hostiliteitsfactor en wordt in deze studie Agressieve Emotionaliteit genoemd. De 
overige hoofdstukken in dit proefschrift gaan over de erfelijkheid van de drie 
componenten van de Agressieve Hostiliteitsfactor, namelijk Type A gedrag, Boosheid 
en Agressie. Deze studies vormen het begin van het onderzoek naar de kenmerken van 
deze derde factor als een mogelijke basisdimensie van persoonlijkheid. 

In hoofdstuk 4 zijn de genetische en omgevingsinvloeden op Type A gedrag 
(TABP) onderzocht met behulp van een “extended twin design” (tweelingen en hun 
ouders) in een poging om de aanwezigheid van niet-additieve genetische effecten en 
sociale interactie tussen tweelingbroers en zusters te identificeren. De resultaten laten 
zien dat 45% van de variatie in TABP toe te schrijven is aan genetische factoren (28% 
is additief en 17% niet-additief). De overige 55% van de variatie is toe te schrijven aan 
omgevingsfactoren die niet gedeeld worden door leden van dezelfde familie. 
Competitieve interactie tussen tweelingen waren niet significant en er waren geen 
aanwijzingen voor sekse verschillen in varianties of gemiddelden.  

Hoofdstuk 5 stelt dezelfde vragen als in hoofdstuk 4 met betrekking tot Boosheid. 
Door het gebruik van een herhaalde metingen design nam de statistische power om 
repliceerbare effecten te kunnen detecteren toe. De resultaten laten zien dat de 
oorzaken van individuele verschillen in Boosheid verschillend zijn voor de beide 
seksen. Bij mannen wordt 23% van de variatie verklaard door additieve genetische 
effecten en 26% door genetische dominantie effecten. Voor vrouwen wordt gevonden 
dat 34% van de variatie verklaard wordt door additieve genetische effecten en er 
worden geen genetische dominantie effecten gevonden. Er was geen sprake van 
competitieve interactie binnen tweelingparen.  

Tot slot is in hoofdstuk 6 individuele groei curve analyse gebruikt om zowel de 
individuele veranderingen in agressie te bestuderen als de erfelijkheid van agressie op 
18-jarige leeftijd. Agressie gegevens waren beschikbaar in een steekproef van 
tweelingen tussen de 11 en 40 jaar oud die in vier achtereenvolgende onderzoeken 
tussen 1991 en 2000 hebben meegedaan. De resultaten laten zien dat de gemiddelde 
scores op agressief gedrag afnemen tijdens de adolescentie. Op 18-jarige leeftijd 
stabiliseert agressief gedrag. De genetische analyse laat zien dat het merendeel van de 
variatie in de verandering van agressie tussen 11 en 18 jaar verklaard werd door 
additieve genetische factoren. De resultaten tonen ook dat 26% van de variantie in 
agressie op 18-jarige leeftijd verklaard wordt door additieve genetische factoren (A), 
40% door niet-additieve genetische factoren (D) en 34% door niet-gedeelde omgeving 
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(E). Er waren geen sekse verschillen in de hoeveelheid verklaarde variatie door A, D 
en E. 

Samengevat laten de resultaten van dit proefschrift, in combinatie met eerder 
onderzoek, zien dat Agressieve Emotionaliteit als een basisdimensie van 
persoonlijkheid moet worden gezien. Deze dimensie verschilt van andere 
basisdimensies die in dit proefschrift besproken zijn. Variabiliteit in deze dimensie 
wordt beïnvloed door niet-additieve genetische factoren in de jonge volwassenheid. 
De persoonlijkheidstrekken die deze dimensie vormen zijn herhaaldelijk gerelateerd 
aan zowel verschillende maatschappelijke verschijnselen zoals delinquent gedrag of 
alcoholverslaving, als ook aan bijvoorbeeld cardiovasculaire gezondheidsproblemen. 
Gedragsgenetische studies die de contributie van genetische en omgevingsfactoren op 
fenotypische variatie in kaart brengen vormen slechts een eerste stap naar het begrip 
van het proces hoe genetische en omgevingfactoren acteren en interacteren om 
vervolgens te leiden tot variatie in een bepaald fenotype (Kendler, 2005). Voor een 
meer gedetailleerd begrip van dit proces zijn zowel moleculaire genetische studies als 
een meer gedegen onderzoek naar specifieke omgevingsinvloeden noodzakelijk. 
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