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Capabilities LLMs

Perform professional and academic exams at normal intelligence
OpenAl's technical report

Help programmers by increasing efficiency using the copilot
Can describe, analyze and create images and videos

Win chess, Jeopardy, Go and argumentation debates from world
champions (IBM debater)
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https://arxiv.org/pdf/2303.08774v5
https://www.cnet.com/science/an-ibm-computer-debates-humans-and-wins-in-a-new-nuanced-competition/

Under the hood

Reinforcement Learning Human Feedback

Prompts Dataset

Reward (Preference)

Trainon
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Sample many prompts

Outputs are ranked
(relative, ELO, etc.)
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Under the hood
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Want to know more? See this gentle introduction.

Al in Education Show & Share

«O» «Fr <

>«

A
December 5, 2024

6/13



https://www.luminis.eu/blog/llm-series-part-1-a-comprehensive-introduction-to-large-language-models/

Limitations |: errors

» Hallucination: made-up facts

» Developed and screened by mainly white (high educated) males

= Some easy tasks are hard for GPT4o: select words with third letter
being k

= Need for computational resources increases exponentially
Bias, disinformation, over-reliance, privacy, cybersecurity
More on what GPT4 can and cannot do, is described by Bubeck et al 2023
A4Or «F>r «E» «E» = Q>
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https://arxiv.org/pdf/2303.12712

Hallucination

Lawyers have real bad day in court after
citing fake cases made up by ChatGPT

Lawyers fined $5K and lose case after using Al chatbot "gibberish" in filings.

For more on the hallucinations among several LLMs, see |eaderboard
M. Morren (VU)
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https://github.com/vectara/hallucination-leaderboard

Limitations Il: Not OpenSource

“Given both the competitive landscape and the safety implications of
large-scale models like GPT-4, this report contains no further details about
the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.”

The architecture of GPT4 is not shared with public by OpenAl

Some opensource models perform equally well on some tasks (e.g.
LLama3.1).
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https://arxiv.org/pdf/2303.08774v5
https://arxiv.org/abs/2303.08774

Limitations Ill: Computation Resources

Recent Al model training runs have required
orders of magnitute more compute

Computation, measured in total petaFLOP, which is 10° floating-point operations.
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Figure 1. OpenAl is estil to have used 700% more compute to train GPT-4 than the next closest model (Minerva,
DeepMind), and 7,000% more compute than to train GPT-3 (Davinci). Depicted above is an estimate of compute used to train GPT-4
calculated by Ben Cottier at Epoch, as official training compute details for GPT-4 have not been released. Data from: Sevilla et al.,
‘Parameter, Compute and Data Trends in Machine Learning, 2021 [upd. Apr. 1, 2023].
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Emissions

BERT: 340 million parameters, 1.536 Mwh, 0.7 tCO2

GPT2: 1.5 billion parameters, 1.7 Mwh, 0.7 tCO2

GPT3: 175 billion parameters, 1.287 Mwh, 552 tCO2

GTP4: 1.8 trillion parameters, 7200 Mwh

PALM (google): 540 billion parameters, 3436 Mwh, 271 tCO2
GLAM (google): 1.2 trillion parameters, 456 Mwh, 40 tCO2
LLama (meta): 70 billion parameters, 688 Mwh, 291 tCO2
OPT (meta): 175 billion parameters,

For more information about environmental impact, see Center for Data Innovation

Most emissions are from using the model (about 80% of Al workload in data centers is
from inference (i.e. usage) and the rest for training). Meta says that this varies across
use cases and estimate 65% of carbon footprint is associated with inference.
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https://klu.ai/blog/gpt-4-llm
https://www2.datainnovation.org/2024-ai-energy-use.pdf

Multimodal LLMs - example problems

Power Hungry Processing: # Watts # Driving the Cost of Al Deployment?

ALEXANDRA SASHA LUCCIONI and YACINE JERNITE, Hugging Face, Canada/USA
EMMA STRUBELL, Carnegie Mellon University, Allen Institute for AL, USA
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Text classification

Token classification
Extractive QA

Masked Language Modeling
Image classification
Multitask Text Classification
Object detection

Multitask Extractive QA
Text generation
Summarization

Image captioning

Muititask summarization
Image generation

Model emissions (g of CO,)
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To summarize...

LLMs are not a panacea to all LLMs are very powerful
problems Used wisely, LLMs can help
LLMs have their limitations people a lot
(e.g. hallucination) LLMs should not replace search
LLMs generate pollution engines
«4Or «Fr «E>» «E>» = DAX
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