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Abstract

Online photo libraries face the problem of orgamyziheir rapidly growing
image collections. Fast and reliable image rettiesquires good qualita-
tive captions added to a photo; however, this issictered by photogra-
phers as a time-consuming and annoying task. laraado it in a fully
automated way, the process of augmenting a phdtoaaptions or labels
starts by identifying the objects that the photpids. Previous attempts
for a fully automatic process using computer visi@chnology only
proved not to be optimal due to calibration issu©egsting photo annota-
tion tools from GPS or geo-tagging services caly aplply generic loca-
tion information to add textual descriptions abdig context and sur-
roundings of the photo, not actually what the phgitows. To be able to
exactly describe what is captured on a digital phtite view orientation is
required to exactly identify the captured scenemxand identify the fea-
tures from existing spatial datasets that are withe extent. Assumption
that camera devices with integrated GPS and digitalpass will become
available in the near future, our research intreduen approach to identify
and localize captured objects on a digital phoiagughis full spatial me-
tadata. It proposes the use of GIS technology andentional spatial data
sets to place a label next to a pictured objeits dtest possible location.
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1 Introduction

The increasing availability of consumer digital eaas and integrated all-
in-one devices (e.g. camera phones) enables peppkgpture and upload
digital photos at any place and any time. The degdion of these rapidly
growing image collections is a major challenge datine photo libraries.
Good qualitative descriptions of the content adaea photo enable easier
retrieval of an image, but unfortunately, captighpphotos is experienced
by photographers and users as a time-consuminguamalying task (Dias
et al. 2007). Those who do not caption their phetosounter problems at
a later stage when users are searching for a plartiphoto. This issue en-
couraged researchers to develop tools that enlablautomatic captioning
of digital photos using positioning information ither automatically by a
GPS device or manually by georeferencing on a mepadd descriptions
about the context and surroundings (Naaman e®08#)2 However, using
positioning information only, these state-of-thé @inoto annotation tools
are limited to the adding of descriptions to a phalbout its surroundings,
and not about the objects that are actually pidt¢@hang 2005).

Assuming that in the near future digital camerdtinélude a GPS chip
and digital compass (to capture position and caigon), the work pre-
sented here is an approach that extends the ciqgtiohphotos and bene-
fits from this full spatial metadata (geographicsitioning, altitude, and
pitch) in order to produce an abstraction of thetweed scene and to iden-
tify objects on a photo.

Our process of object identification in digital pb® proposes an alter-
native for computer vision-based image recogniaod photogrammetric
coordinate conversions (from pixel to terrain caoate system). Available
GIS technology and established spatial data setsapplied to identify
what is visible and where it is located on a digiaoto by using a per-
spective viewer service. This tool renders a thliegensional model based
on input view parameters (the full spatial metagdated outputs a 2D im-
age that is a virtual abstraction correspondinth&pictured scene. Link-
ing the virtual scene to the three-dimensional maaltributes (i.e. street
names) from the spatial data sets can be pickedssutiated with the ob-
jects. At this stage, the image can be augmentéd aaiptions of the ob-
jects. We go one step further: to actually labeldbjects in the photo with
the just determined captions. To do this, condisaand rules are added to
a label engine in order to place a label next pictured object at its best
possible location. This last step of labeling plsatan be especially rele-



Processing 3D Geo-Information for Augmenting Geereficed and Oriented
Photographs with Text Labels 3

vant in the accessibility field. It can be the lsafsir developing new tools

used to improve accessibility for visually impaineskers to “sense” digital

photos using large-sized label fonts or sounds ousm over, as objects on
the photo are well-identified and well-localized.

This paper is organized as follows: Section 2 dessrprevious re-
search on automatic photo annotation tools and [adbeement in 3D en-
vironments. Section 3 defines the collection ofitdigphotos having full
spatial metadata and the spatial data requirenfientise preparation of the
extrusion models. Section 4 describes our appréachbbject identifica-
tion in digital photos. Section 5 proposes somesthat could be applied
in order to find the best location to place a ladpeh digital photo. Finally,
Section 6 provides some discussion and conclusiadsrecommends fu-
ture research.

2 Related Research

Cartography is described as the graphic principlggporting the art, sci-

ence, and techniques used in map making maps, varghntended to

communicate a certain message to the user. Theggad text insertion in

maps is referred to as label placement. Label placé is one of the most

difficult tasks in automated cartography (Yamamata Lorena, 2005).

Positioning text requires that:

* overlap among texts is avoided;

« cartographic conventions and preferences is obeyed;

* unambiguous association is achieved between eatland its corre-
sponding feature;

* a high level of harmony and quality is achieved.

Good placement of labels avoids as much as possigdap of labels
with objects and mutual labels; and is appliedrmvige additional infor-
mation about a particular feature. Automatic laplelcement is therefore
one of the most challenging problems in GIS (Lalet1998):

e optimal labeling algorithms are very computatioeapensive for in-
teractive systems;
* labels compete with data objects for the sameditdhéipace.

Augmented reality (AR), considered to be part & Multimedia Car-
tography research field, is an environment thatihes both virtual reality
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and real-world elements and forms part of the mebedR is a field of
computer research which deals with the combinatibmeal world and
computer generated data. Its principle is to oyette real world (cap-
tured by a camera device) with supplementary infdiom (e.g. labels). It
enables users to interact with their environment ey hyperlinking labels
inside an AR view (Cartwright et al., 2007). Intetraity is one of the key
components of multimedia.

Photo labeling refers to the act of placing laliblt describe the fea-
tures visible on the photograph itself. Saving ldizels obtained from the
virtual scene to a transparent layer enables tdapeis associated with an
object onto an image. As such, the photo annotagigune is considered to
be part of Multimedia Cartography and AR as walijble tags in images
and AR applications enable user interaction with éhvironment; numer-
ous ubiquitous and/or augmented reality applicatiane discussed by
Kolbe (2004), Toye et al. (2006) and Schmalstied)Raimayr (2007).

As Li et al. (1998) observe, object and label ptaggt in limited screen
spaces is a challenging problem in information afization systems. Im-
ages also have a limited screen space and the(pmecularly automatic)
label placement is of concern for this researcbrier to avoid overlap of
labels mutual and labels with objects.

Numerous researchers already examined the prodi@utomatic label
placement in 2D maps. Recent work of Maass andnBib(2006a), Azu-
ma (2004) and Goétzelman et al. (2006) also focusethe placement of
labels in 3D landscapes and Augmented Reality viefesred to as view
management (Bell et al. 2001). Gétzelman et al0§2®ffer complex la-
bel layouts which integrates internal and extetabels of arbitrary size
and shape, and real-time algorithms. Maass anch&6{R006b) describe
two point-feature dynamic annotation placementeagias for virtual land-
scapes including priority aspects.

Labeling is further divided into internal and extak (object) annotation
(Maass and Ddéliner 2006a). An internal annotatgodrawn on the visual
representation of the referenced object and plyrtiddscures that object.
An external annotation is drawn outside the vigegresentation of the
reference object and uses a connecting elementasuahine or arc to as-
sociate the annotation with the reference object.

Hagedorn et al. (2007) describe the use of a WebpPetive Viewer
Service (WPVS) for the annotation of three-dimensalageographical en-
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vironments (a.k.a. geo-environments). Furthermardghree-dimensional
Web View Annotation Service (3D WVAS) is proposexdiam extension to
a WPVS. The perspective view together with a dépige is forwarded
to the 3D WVAS together with annotation definitiorighis annotation
technique calculates the positions of the labelsders them into a sepa-
rate image buffer, and combines the resulting imaga depth-sensitive
way with the input color image (see Fig.1.).
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Fig. 1. Process for the annotation of 3D scenes as propogddagedorn et al.
(2007)

Our work links up with the previous research ininhmy a Perspective
Viewer Service with an Annotation Service, althotiglé approach is more
simplistic in the sense that we have chosen t@osgonents from a
commercial GIS package (i.e. ArcScene and Maplek®RI ArcGIS) to
demonstrate the concept of internal annotationiwitigital photos. Our
label placing strategy, concentrates in:

» linking the labels to the object they refer to;

» determining the ‘free’ labeling space, i.e. opey sk

» placing the labels at the best possible location.

3 Data collection and preparation

3.1 Image collection

Our concept and ideas were tested by collectingetdimensional geo-
referenced and oriented digital photo at the Maskgtare in the historic
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city centre of Delft, the Netherlands. We created tollections of test
photos:

1. Low-resolution and high-spatial accuracy photostwag using a
Topcon GPT-7003i © imaging total station, and

2. High-resolution and low-spatial accuracy photoseseaptured using
a Nikon D-100© digital camera mounted with a 3-axis
electromagnetic digital compass and a GPS dat&fdgge Fig.2.)

b 25\ e

Fig. 2. Collage of themage collection on the Market square in Delft gsiine Ni-
kon D100 camera mounted with digital compass orhtiteshoe cover

The Topcon GPT-7003i distance and direction measemés are con-
nected to a Large Scale Base Map of the Netherlg®B&N) resulting in
a position accuracy of approximately 0.5m and adtional accuracy of
approximately 0.5 degrees. The camera included thighTopcon station
has the disadvantage of low resolution (0.3 megdgix On the other
hand, the photos captured with the Nikon camera hagh resolution (10
megapixels) but low spatial resolution. The posita@curacy is around 10
meters and the compass orientation is very inateuhae to distortion in
the compass heading caused by the electromagmeticaf the camera.
However, these images are particularly used totiigetine misidentifica-
tion of objects due to lens distortions, GPS andmass inaccuracies.

3.2 Spatial data requirements

A three-dimensional building model is required &ve as input for
creating the virtual scene using a perspective efeservice (for our re-
search we used the 3D visualization tool: ESRI A&rf). The three-
dimensional building model was created by extruddiy building foot-
prints, extracted from a 1:10,000 topographic baap (the TOP10 vector
dataset of the Dutch National Mapping Agency), dase the height val-
ues from a raster detailed elevation model (fromi\aborne Laser Altim-
etry dataset, the AHN). This approach results igridded footprint in
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which each feature is associated with an objeattifier (OID) from the
building footprint dataset and a height value frib@ elevation raster. The
advantage of this approach is that height valusilénthe buildings are
known and the building footprint geometry is preser After extrusion of
the features and randomly coloring based on thiglibgi OID, the model
of Fig.3. is obtained.

Fig. 3. 3D model created from intersecting the buildingtfmints with the vector-
ized elevation raster.

Even though we believe that such a 3D model ismtetesting in aes-
thetics terms, it was considered to be the optsohltion for our research,
because it is simple to produce and reproduceshapes of the buildings
with sufficient accuracy. This was the model appkes input to create the
perspective views representing the digital phototh#s step, the names of
buildings and shops located around the Market sqaee added to the da-
taset based on a commercial “Points of Interestis#d. These will be the
names to pick after the objects are identified.

4 Object identification

The core of our research is dedicated to the olecttification problem:
“What is captured by a digital photo?”, and “Whéeré located in the pho-
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to?” The latter question is very important in ortieplace a label next to
an object. Nevertheless, knowing where the objaadocated in a photo
enables other innovative applications besides iladpelor example: hyper-
linking the objects in the photos to dynamic dgdore pages or tools that
help visually impaired users to understand imageerd by using sounds
(for legally blind users) or large sized text labélor users with low vi-

sion) on mouse-over.

As a perspective viewer service, we applied ESRIS&ene to render
our three-dimensional model based upon the viewamaters (the full spa-
tial metadata) to create a virtual abstraction timatches the pictured
scene. The main issue to be solved is how to hekvirtual scene to the
three-dimensional model in order to pick the nans#sce the virtual ab-
straction is returned in raster format, its cooatlys are in a local pixel co-
ordinate system so a spatial join with the threeeatisional model is not
possible. The solution to this problem as propadsesur work is to color
each object of the three-dimensional model basedtoomnique OID.
Therefore, the decimal OIDs are converted to RGBroalues using the
relationship: OID= RGBdecimal = 65536 * Red + 256 * Green + Blue

Fig. 4b shows the output of the building featuresnt the three-
dimensional model (Fig.4a) when colored with RGBocwalues corre-
sponding to their OID. Subsequently, a virtual gc@rig.4c) correspond-
ing to the digital photo is created by using thewiparameters derived
from the full spatial metadata of the same digitabto. This virtual scene
has to be exported to a lossless compression ificagat (e.g. PNG) in
order to maintain a seamless color throughout tijecd and, in this way,
avoiding additional features to intrude in the fasfraveraged colored pix-
els on the object borders.

Now we have a raster image with representatiom@fvisible features.
To further analyze this result, it was necessargoiovert the virtual scene
to vector features again. Therefore, first the R®Br bands of the virtual
scene are summed up using the RGB-OID relationghipbtain OIDs
again. Next, the vectorized virtual scene (Figiédpined with the build-
ing features of the three-dimensional model (orsp@tial datasets) based
on the OID and names are picked from these datéiSgtde) to label the
objects visible on the digital photo.
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>
Input: Output:
Digital photo with full spatial Digital photo labeled with names se-
metadata parameters. lected from the spatial data sets.
Perspective Viewer Service 2D GIS software
(ESRI ArcScene) (ESRI ArcMap)

a) 3D building model randomly colored e) 2D dataset with names

b) 3D model colored using OID-RGB relation

16777213

c¢) Virtual scene from full spatial metadata d) Vectorized scene with OIDs

Fig. 4. Concept and process of object identification ushegOID-RGB relation.
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5 Label Placement

After the object identification, in which picturexdbjects are identified and
localized on a digital photo, the next part of cesearch focused on label
placement: proposing constraints and rules on wteep@ace a label on a
digital photo to identify a certain object. We as®&a that the best location
for label is at an empty area, which is definedh&sarea where there are
no objects inside the virtual scene (or digital tohoUsing ESRI Arc-
Map®, the virtual scene is overlaid with the digitalopd and labeled. The
labeling was optimized by using constraints anéguin the label engine
extension Maple¥ including, among others, to avoid overlap betwieen
bels and between labels with objects, i.e. labedsptaced outside visible
objects using connectors (see Fig.5)

M Delft Historic 3,
& Municipal
Building

T

Fig. 5. Visible objects are externally annotated usingnemtors avoiding as much
as possible overlap of labels with objects and ayriabels.

However, because the tree in front of our pictwgeehe is not included in
our 3D building model, the label engine assumes tthia location is a

good location to place a label. But, since we dowish to overlay objects
in the picture, we needed to identify in the pietuhe areas without any
features. Therefore, the digital photo is reclésdito a binary image. In

10
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our example (see Fig.6 upper left), we used theianeaks a cut-off value.
After this, we combined the binary image deriveairirthe virtual scene
with the building model. This limits the label engito avoid placing a la-
bel overlapping objects in the united layer. Ttauleis shown in Fig.6.

Fig. 6. A binary image and the virtual scene are used &oeh label at its best
possible location (assumed to be at the empty areas

Our second proposal is to apply a depth imagea(adepth map) to vary
label font sizes with the distance from the obsetwethe objects, main-
taining the perspective view. A depth map is creégsd returned) by the
renderer to identify what is visible or not to lslihe two-dimensional ab-
straction of the 3D model. We created our depte (Sg. 7 on the left).
image by:

1) calculating the distance from observer to an object

2) updating these as an attribute to the building hode

3) coloring the three-dimensional model based on istamce-attribute;
4) creating and exporting a virtual scene using tea\parameters.

11
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Finally, the digital photo is labeled using the tejmage showing the va-
rying label font sizes of Fig.7.(right hand picture

Fig. 7. Depth images as output of the perspective viewerices (left) used to
vary in label font sizes depending on the distdnmm observer to pictured object

(right).

The amount of labels that should be placed on @atlighoto depends
on the number of visible objects and user prefaenBy adding a con-
straint to the label engine that only objects ahiaimum specified size
should be labeled (e.g. based on polygon perimete)amount of labels
that are placed on a photo could be reduced. Fsgo8/s an example of a
digital photo labeled with names of shops locateouad the Market
square of Delft; on the left hand side all visiblgjects are labeled; on the
right hand side only visible object with a polygparimeter larger than
640 nf are labeled.

Fig. 8. Varying the amount of labels to place: on the lhefhd side no constraints
are added with respect to object size; on the tigimd side the larger visible ob-
jects are labeled.

12
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6. Results and conclusions

This research showed how objects on a digital phatobe identified us-

ing the photo’s full spatial metadata (with positiand orientation). In ad-
dition, we investigated the best location for aelato annotate an object
within the photo. The results of the object idaadifion for the photo col-

lection with high-quality spatial metadata (acqdiveith the Topcon imag-

ing total station) were very positive. There wagoad match between the
3D building abstractions and the photos. The redolt the photo collec-

tion with lower spatial accuracy (acquired with tN&on camera con-

nected to a GPS receiver and a digital compas®&ated less successful
results than the Topcon, directly related with itheccuracies of the GPS
and compass devices. As expected, it was alsowszbérat the amount of
misidentification increases with increasing inaecyr of GPS and com-
pass and decreasing field-of-view angles.

This work proposes a methodology for object idésaifon in digital
imagery alternative from the existing methodologiesmputer vision
technology and photogrammetric equations. It ischated that the use of
GIS technology and spatial data to create a viduoahe as output of per-
spective viewer services is appropriate to applgtiject identification and
localization. In doing so, the problem of label gdment in three-
dimensional geographic environments is reduced twa&dimensional
map labeling problem. The best location of labelcpment was deter-
mined using constraints and rules to be appligtidovirtual scene and the
reclassified-to-binary image of the input photo.dddition, depth maps
enable the variation of label font size dependingh®e object distance to
the photographer.

Two main limitations were identified in this appoba The first is that
using current consumer devices (GPS receiver agithdcompass) to ac-
quire the geographical spatial metadata resultedcreased misidentifica-
tion of features owing to inaccuracies of the sesyashen compared to the
high-accuracy professional device. The other litiwtafound relates to the
performance when handling a large amount of featimethe extrusion
model (from the vectorized elevation model). Theldove used for this
study create a single 3D model that owing to itgdasize limits the spatial
extent of the area to analyze. To solve this isiue,proposed to imple-
ment this process in the form of a webservice tises the data stored on
dedicated spatial databases. In this way the seican create on-the-fly
the 3D model based on only the relevant area ferptioto, making the

13
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area extent not a limitation since we eliminate leed for a unique 3D
model. Only the availability of the data for angi@n is the limitation.

Further research is recommended to evaluate wahusers the con-
straints and rules for the label algorithm, sinoe $trategies to place the
labels should be user driven or based on userrprefes.
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