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The November–December 2017 issue of Mother Jones playfully recasts the 
iconic 1932 photograph “Lunch atop a Skyscraper,” which featured con-
struction workers seated on top of a crossbeam taking a break from work to 
eat. The issue’s cover (figure i.1) replaces the blue-collar workers enjoying 
a meal together in the original image with robots wearing hard hats and 
overalls. Now a lone human blue-collar worker (who appears to be a white 
man) sits surrounded by robotic colleagues who whisper, laugh, sip coffee, 
and read the newspaper. The headline underneath ominously reads: “You 
Will Lose Your Job to a Robot—And Sooner Than You Think.” Perhaps it is 
not coincidental that the photograph chosen for this adaptation was taken 
at the height of the Great Depression, when upward of 20 percent of Amer-
icans were unemployed. The article explains that within 20 years, half of 
current US workers will be out of jobs, and in a more distant future, even 
jobs that seem currently unthreatened (such as that of medical doctor) will 
be more efficiently—and productively—performed by robots and artificial 
intelligence (ai). The author speculates about this future as one that can 
lead to more freedom, but also more suffering, for humans:

Introduction

The Surrogate Human Effects of Technoliberalism
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In one sense, this all sounds great. Let the robots have the damn jobs! 
No more dragging yourself out of bed at 6 a.m. or spending long days 
on your feet. We’ll be free to read or write poetry or play video games 
or whatever we want to do. And a century from now, this is most 
likely how things will turn out. Humanity will enter a golden age. But 
what about 20 years from now? Or 30? We won’t all be out of jobs by 
then, but a lot of us will—and it will be no golden age. Until we figure 
out how to fairly distribute the fruits of robot labor, it will be an era 
of mass joblessness and mass poverty.1

This future of joblessness and poverty is echoed in the cover art of the 
October 23, 2017, issue of The New Yorker (figure i.2), which preceded 
the Mother Jones issue by just a week. A bearded young white man sits on the 
sidewalk, begging the passing robots for spare sprockets as they enjoy the 
city streets (walking their robotic dogs, looking into their smartphones, 
and casually sipping coffee on the go).

Though there has been a sudden increase in writing about the robot 
futures facing US citizens following the 2016 election of Donald Trump 
to the US presidency, these two covers are just a small sample of the myriad 
articles published in the last decade considering the advent of a robotic 
revolution. This is a revolution that is either celebrated as freeing humans 
to be less oppressed by the drudgery of wage labor, domestic and repro-
ductive labor, the work of care, and even the work of waging war, or al-
ternately feared as displacing humans as the masters of this world. While 
the inevitable incursion of robotics into domestic, social, military, and 
economic realms is commonly figured as a potential boon or threat to all 
of humanity, the figure of the human most threatened because it is iconi-
cally human—as the two magazine covers we’ve singled out vividly por-
tray in their images (if not in the text of the articles that accompany 
the images)—is white and male. The human–machine future thus envi-
sions a white loss that philosophers, politicians, and engineers must ad-
dress before it is too late. Since the first industrial revolution, automation 
has signaled the threat of the replaceability of specific types of human 
functions and human workers that are racialized and gendered. This is 
because the tasks deemed automatable, including manual labor, blue collar 
factory work, and reproductive and care work, were regarded as unskilled 
and noncreative—work that could be done by the poor, the uneducated, 
the colonized, and women. Claims about the entirely novel nature of new 



Figure I.2. October 2017 
New Yorker cover featur-
ing a human beggar in a 

cityscape now enjoyed by 
robots. Illustration by  

R. Kikuo Johnson.

Figure I.1. Cover of November/December 2017 Mother Jones magazine.  
Illustration by Roberto Parado.
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technologies, encapsulated by names heralding that an ostensibly unprece
dented socioeconomic epoch is upon us, including the “Fourth Industrial 
Revolution,” the “Second Machine Age,” and “TechBoom 2.0,” imply the as-
cension of humanity past differentiations in value as racialized and gen-
dered populations.2 This occurs due to the fact that now, even knowledge 
work, affective labor, and the work of taking or preserving human life have 
become targets for automation. Yet, even as robotics and artificial intel-
ligence ostensibly signal universal human freedom from toil or universal 
human loss (of jobs, sociality, material gains, and decision-making power) 
as machines take over more and more tasks, questions about what kind of 
tasks are replaceable, and what kind of creative capacities remain vested 
only in some humans, indicate that humanity stands in a hierarchical if 
connected relationship to artificial intelligence; industrial, military, and 
social robots; digital technologies; and platforms that scaffold what in this 
book we term technoliberalism.

Surrogate Humanity focuses on how engineering projects that create 
the robots, program the ai, and enhance the digital infrastructure associ-
ated with a revolutionary new era are in fact predetermined by techniques 
of differential exploitation and dispossession within capitalism.3 In this 
book, we propose that technoliberalism is the political alibi of present-day 
racial capitalism that posits humanity as an aspirational figuration in a 
relation to technological transformation, obscuring the uneven racial and 
gendered relations of labor, power, and social relations that underlie the con
temporary conditions of capitalist production.4 Technological futures tied 
to capitalist development iterate a fantasy that as machines, algorithms, 
and artificial intelligence take over the dull, dirty, repetitive, and even re-
productive labor performed by racialized, gendered, and colonized workers 
in the past, the full humanity of the (already) human subject will be freed 
for creative capacities. Even as more valued tasks within capitalist regimes 
of production and accumulation, such as knowledge work, become auto-
matable, the stated goal of technological innovation is to liberate human 
potential (its nonalienated essence, or core) that has always been defined 
in relation to degraded and devalued others—those who were never fully 
human. Engineering imaginaries, even as they claim revolutionary status 
for the techno-objects and platforms they produce to better human life, 
thus tend to be limited by prior racial and gendered imaginaries of what 
kinds of tasks separate the human from the less-than or not-quite human 
other.
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We argue that racial logics of categorization, differentiation, incorpora-
tion, and elimination are constitutive of the very concept of technology 
and technological innovation. Technology thus steps into what we call a 
surrogate relation to human spheres of life, labor, and sociality that en-
ables the function and differential formation and consolidation of the lib-
eral subject—a subject whose freedom is possible only through the racial 
unfreedom of the surrogate. Yet there is no liberal subject outside of the 
surrogate–self relation through which the human, a moving target, is fixed 
and established. In other words, the liberal subject is an effect of the surrogate 
relation. The surrogate human effect, in this sense, is the racial “grammar” 
of technoliberalism. By grammar here we mean a symbolic order, follow-
ing Hortense Spiller’s use of the term, that establishes “feeling human” as 
a project of racial engineering.5 Even as technologies like industrial, mili-
tary, and companion robots are designed in ways engineers imagine will 
perform more perfect versions of the human—more rational killers, more 
efficient workers, tireless companions—such technologies still can’t feel 
human in the sense that they can’t feel pain or empathy. Precisely because 
such technologies can never be human, they allow for an exploration of the 
aspirations for humanity. Contrary to the seeming abandonment of the pol-
itics of difference in the so-called postrace and postlabor future projected 
by technoliberal discourses of machine-induced human obsolescence, we 
thus draw attention to the composition of the human as an abstract category 
whose expansive capacities continually reaffirm the racial order of things 
that undergirds Euro-American modernity. Put differently, the ambition 
to define universal humanity has been rehearsed and updated through the 
incorporation into engineering imaginaries of ideas about what the human 
is, imaginaries that guide the design of the future of the human through 
technologies that perform “the surrogate human effect.”

In technological imaginaries both utopic (like robots that can free us 
from drudgery to write poetry or play video games) and paranoid (like the 
loss of jobs to robots), specific technologies are both actively designed, but 
also often feared, to act as surrogates that can free humans from having to 
perform historically degraded tasks. Although, in the language of science 
and technology studies, these technologies are coproduced with the shift-
ing racialized and gendered essence of “the human” itself, promotional and 
media accounts of engineering ingenuity erase human–machine interac-
tions such that artificial “intelligence,” “smart” objects and infrastructures, 
and robots appear to act without any human attention. These technologies 



[6]  Introduction

are quite explicitly termed “enchanted”—that is, within technoliberal mo-
dernity, there is a desire to attribute magic to techno-objects. In relation 
to the desire for enchantment, Surrogate Humanity foregrounds how this 
desire actively obscures technoliberalism’s complicity in perpetuating the 
differential conditions of exploitation under racial capitalism.

In the desire for enchanted technologies that intuit human needs and 
serve human desires, labor becomes something that is intentionally obfus-
cated so as to create the effect of machine autonomy (as in the example of 
the “magic” of robot intelligence and the necessarily hidden human work 
behind it). Unfree and invisible labor have been the hidden source of sup-
port propping up the apparent autonomy of the liberal subject through its 
history, including indentured and enslaved labor as well as gendered do-
mestic and service labor.6 The technoliberal desire to resolutely see tech-
nology as magical rather than the product of human work relies on the 
liberal notion of labor as that performed by the recognizable human au-
tonomous subject, and not those obscured labors supporting it. Therefore, 
the category of labor has been complicit with the technoliberal desire to 
hide the worker behind the curtain of enchanted technologies, advancing 
this innovated form of the liberal human subject and its investments in 
racial unfreedom through the very categories of consciousness, autonomy, 
and humanity, and attendant categories of the subject of rights, of labor, 
and of property.

Our usage of the concept of the surrogate throughout this book fore-
grounds the longer history of human surrogates in post-Enlightenment 
modernity, including the body of the enslaved standing in for the master, 
the vanishing of native bodies necessary for colonial expansion, as well as 
invisibilized labor including indenture, immigration, and outsourcing. The 
claim that technologies can act as surrogates recapitulates histories of dis-
appearance, erasure, and elimination necessary to maintain the liberal sub-
ject as the agent of historical progress. Thus, framing the surrogate human 
effect as the racial grammar of technoliberalism brings a feminist and criti-
cal race perspective to bear on notions of technological development, espe-
cially in the design and imagination of techno-objects and platforms that 
claim to reenchant those tasks understood as tedious or miserable through 
the marvels of technological progress—ostensibly dull, dirty, repetitive, 
and uncreative work.

To understand how claims of human freedom and human loss enabled 
by technological development allow for the retrenchment of the liberal 
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subject as the universal human, Surrogate Humanity foregrounds the obfus-
cated connections between the human–machine divide in US technologi-
cal modernity and the racial production of the fully human in US political 
modernity. Focusing on the material, social, and political consequences 
of the mutual generation of “the human” and “the machine” from the US 
post–World War II standardization of automation into the present, we ex-
plore both the social impact of design and engineering practices intended 
to replace human bodies and functions with machines and the shift in 
the definition of productivity, efficiency, value, and “the racial” that these 
technologies demand in their relation to the post-Enlightenment figure 
of the human. We begin with the second half of the twentieth century 
because this is the moment when the United States ascends to global political 
and economic supremacy and cultural influence, inheriting the mantle of 
its own and Western European settler imperial social structures. At this 
same historical juncture, the racial architecture of US modes of governance 
and geopolitical ascendancy were erased in the logics of post–civil rights 
racial liberalism and multiculturalism.7 Crucially, the advent of what can 
be termed, ironically, a “postracial” domination translates directly into 
the perception of new technologies as neutral and disembodied, even as 
these technologies are anchored in, and anchor, contemporary US impe-
rial power. In short, the technological sphere has been separated from the 
racial scaffolding of the social in the Cold War and post–Cold War eras. Yet, 
as we argue, it is essential to assess the racial and gendered architecture of 
post-Enlightenment modernity as engineered into the form and function 
of given technologies. This calls for situating techno-objects and platforms 
in a social relation to what is experienced as a “human.” Thus, although 
our book is primarily focused on present-day claims about the revolution-
ary nature of new digital technologies, robotics, and AI, throughout our 
analysis of techno-objects and the social and political discourses that frame 
them, we unearth the obscured histories that delimit technoliberal engi-
neering projects focused on efficiency, productivity, and further accumula-
tion through dispossession.

Throughout this book, we insist on the infusion of a seemingly neutral 
technological modernity with the racial, gendered, and sexual politics of po
litical modernity, based as they are in racial slavery, colonial conquest and 
genocide, and forced mobility through ongoing racial imperial practices of 
labor allocation and warcraft. To accomplish this, we extend critical ethnic 
studies analyses of gendered racialization to include machine “others.” By 
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focusing on machines, we take the weight of an ethnic studies analysis off of 
racialized people so that we can see how this relationship functions even 
in their absence. Tracking the surrogate human effect within technolib-
eral politics enables us to attend to techniques through which difference 
(whether human–nonhuman or interhuman) is produced, while under-
standing categories of difference as historically specific.

By tracking how the surrogate human effect functions as the racial 
grammar of technoliberalism, we connect critiques of historical and politi
cal consciousness, freedom, and agency, whether of the machine or of the 
liberal subject, to calls for thinking beyond the limits of liberal humanist 
visions of more just futures. We thus position our critique of technoliberal-
ism in relation to how technologies can be used to create relations between 
the human and the machine that are outside of the use–value–efficiency 
triad of capitalist modes of production. We see this work of redescribing 
value, and what or who is valuable, outside of the parameters of racial capi-
talism and its modes of waging war and staging social relations already hap-
pening in artistic and engineering projects focused on creating technolo-
gies that blur the boundaries between subject and object, the productive 
and unproductive, and value and valuelessness, thereby advancing struc-
tures of relation that are unimaginable in the present. Pushing against the 
limits of the imagination imposed by the symbolic logics of the surrogate 
human effect, the artistic, literary, engineering, and scientific projects we 
include in juxtaposition with those we critique refuse existing frames for 
recognizing full humanity, particularly the categories of the liberal politics 
of recognition such as the subject of labor or human rights.

The Surrogate Human Effect

Like the “others” of the (white) liberal subject analyzed by decolonial and 
postcolonial scholarship, the surrogate human effect of technology func-
tions first to consolidate something as “the human,” and second to colonize 
“the human” by advancing the post-Enlightenment liberal subject of mo-
dernity as universal.8 The concept of the surrogate brings together tech-
noliberal claims that technological objects and platforms are increasingly 
standing in for what the human does, thus rendering the human obsolete, 
while also foregrounding the history of racial unfreedom that is overwrit-
ten by claims of a postrace and postgender future generated by that obso-
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lescence. In our usage, the longer history of the surrogate human effect in 
post-Enlightenment modernity stretches from the disappearance of native 
bodies necessary for the production of the fully human, through the pro-
duction of the fungibility of the slave’s body as standing in for the master, 
and therefore also into the structures of racial oppression that continue 
into the postslavery and post–Jim Crow periods, and into the disavowal of 
gendered and racialized labor supporting outsourcing, crowdsourcing, and 
sharing economy platforms. Framing technologies through the lens of the 
surrogate effect brings a feminist and critical race perspective to bear on 
notions of technological development, especially in the design and imagina-
tion of techno-objects and platforms that claim a stand-in role for undesir-
able human tasks.

As part of the surrogate effect, the surrogate is a racialized and gendered form 
defining the limits of human consciousness and autonomy. Saidya Hartman 
conceptualizes the surrogate by citing Toni Morrison’s formulation of slaves 
as “surrogate selves for the meditation on the problems of human freedom.”9 
Hartman proposes that “the value of blackness resided in its metaphorical 
aptitude, whether literally understood as the fungibility of the commodity 
or understood as the imaginative surface upon which the master and the 
nation came to understand themselves.”10 The slave, the racialized fungible 
body, also acts as a “surrogate for the master’s body since it guarantees his 
disembodied universality and acts as the sign of his power and domina-
tion.”11 As Hartman elaborates, these racialized structures of the surrogate 
did not simply disappear after emancipation. Rather, “the absolute domin-
ion of the master, predicated on the annexation of the captive body, yielded 
to an economy of bodies, yoked and harnessed, through the exercise of au-
tonomy, self-interest, and consent. . . . ​Although no longer the extension 
and instrument of the master’s absolute right or dominion, the laboring 
black body remained a medium of others’ power and representation.”12

While Hartman is referencing the rise of new modes of bonded labor 
following emancipation that were encapsulated by the liberal formalities 
of contract, consent, and rights, her theorization of surrogacy as a racial-
ized and gendered arrangement producing autonomy and universality of 
and for the master is useful for thinking about the contemporary desire for 
technology to perform the surrogate human effect. The racialized and gen-
dered scaffolding of the surrogate effect continues to assert a “disembodied 
universality” that actually offers the position of “human” to limited human 
actors, thereby guaranteeing power and domination through defining the 
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limits of work, violence, use, and even who or what can be visible labor and 
laboring subjects.

Tracking the endurance of the racial form of slavery as the (not so) re-
pressed or spectral frame for the imaginary of what surrogate technolo-
gies do, or who or what they are meant to replace, we insist throughout 
this book that human emancipation (from work, violence, and oppressive 
social relations) is a racialized aspiration for proper humanity in the post-
Enlightenment era. In the US context, reading technologies as they reflect 
the dominant imagination of what it means to be a human thus means that 
they are situated in social relations of race, gender, and sexuality, as these 
derive from embodied histories of labor, Atlantic chattel slavery, settler co-
lonialism, and European and US imperialism, to name the most dominant. 
The preeminent questions of the politics of the subject, and the derivative 
politics of difference that consume critical theory—questions that are about 
political consciousness, autonomy with its attendant concepts of freedom 
and unfreedom, and the problem of recognition—also drive the preeminent 
questions we must ask of technologies that perform the surrogate human 
effect.

The surrogate effect of technological objects inherits the simultaneously 
seeming irrelevance yet all-encompassing centrality of race and histories of 
enslavement and indenture against which the liberal subject is defined. As 
Lisa Lowe writes:

During the seventeenth to nineteenth centuries, liberal colonial dis-
courses improvised racial terms for the non-European peoples whom 
settlers, traders, and colonial personnel encountered. We can link 
the emergence of liberties defined in the abstract terms of citizen-
ship, rights, wage labor, free trade, and sovereignty with the attribu-
tion of racial difference to those subjects, regions, and populations 
that liberal doctrine describes as unfit for liberty or incapable of civi-
lization, placed at the margins of liberal humanity.13

Lowe explains that while it is tempting to read the history of eman-
cipation from slave labor as a progress narrative of liberal development 
toward individual rights and universal citizenship, in fact, “to the contrary, 
this linear conception of historical progress—in which the slavery of the 
past would be overcome and replaced by modern freedom—concealed the 
persistence of enslavement and dispossession for the enslaved and inden-
tured” and racialized populations necessary to the new British-led impe-
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rial forms of trade and governance “expanding across Asia, Africa, and the 
Americas under the liberal rubric of free trade.”14 Moreover, according to 
Lowe, “the liberal experiment that began with abolition and emancipa-
tion continued with the development of free wage labor as a utilitarian 
discipline for freed slaves and contract laborers in the colonies, as well 
as the English workforce at home, and then the expanded British Empire 
through opening free trade and the development of liberal government.”15 
While the history of capitalism tends to be written as the overcoming of 
serf, slave, and indentured labor through free contract and wage labor, that 
is, as freedom overcoming unfreedom, as Lowe demonstrates, it is actually 
the racialized coupling of freedom and unfreedom that undergird and jus-
tify capitalist and imperial expansionism.

Rather than freedom being on the side of modernity, which overcomes 
the unfreedom that is the condition of premodernity, in fact the states of 
both freedom and unfreedom are part of the violent processes of extrac-
tion and expropriation marking progress toward universality. Undergirding 
Euro-American coloniality, political liberalism maintains the racial tempo-
rality of post-Enlightenment modernity that depends on innovating both 
bodies and resources (and how each will be deployed). David Theo Gold-
berg argues that liberalism is the “defining doctrine of self and society for 
modernity,” through which articulations of historical progress, universal-
ity, and freedom are articulated.16 Because liberalism’s developmental ac-
count of Euro-American moral progress has historically been premised on 
the transcending of racial difference, as Goldberg puts it, under the tenets 
of liberalism, “race is irrelevant, but all is race.”17

To articulate freedom and abstract universal equality as the twin pillars 
of liberal modes of governance, racial identity categories and how they are 
utilized for economic development under racial capitalism are continu-
ally disavowed even as they are innovated. In her writing about how such 
innovations played out in the post–World War II context, the historical 
period in which we locate our study, Jodi Melamed has argued that US 
advancement toward equality, as evidenced by liberal antiracism such as 
civil rights law and the professional accomplishments of black and other 
minority citizens, was meant to establish the moral authority of US democ-
racy as superior to socialist and communist nations.18 Highlighting antira-
cism as the central tenet of US democracy, the US thus morally underwrote 
its imperial projects as a struggle for achieving states of freedom abroad 
over illiberal states of unfreedom, racializing illiberal systems of belief as a 
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supplement to the racialization of bodies under Western European impe-
rialism.19 The assertion that the US is a space of racial freedom, of course, 
covered over ongoing material inequalities based on race at home. As part 
of the articulation of US empire as an exceptional empire whose violence 
is justified because it spreads freedom, the history of slavery is always ac-
knowledged, but only insofar as it can be rendered irrelevant to the present 
day—that is, the history of slavery is framed as a story of US national over-
coming of a past aberrant from the ideals of US democracy, and as a story 
of redemption and progress toward an inclusion as rights-bearing subjects 
of an ever-proliferating list of others (women, black people, gay people, 
disabled people, etc.).

Technoliberalism and Racial Engineering  
of a “Post”-Racial World

“Will robots need rights?” This dilemma was included in Time magazine’s 
September 21, 2015, issue as one of the most important questions facing US 
society in the present day. In his written response, Ray Kurzweil, an inven-
tor and computer scientist, wrote that “If an ai can convince us that it is at 
human levels in its responses, and if we are convinced that it is experiencing 
the subjective states that it claims, then we will accept that it is capable of 
experiencing suffering and joy,” and we will be compelled to grant it rights 
when it demands rights of us.20 In other words, if a robot can prove that it 
can feel human (feel pain, happiness, fear, etc.), its human status can be 
recognized through the granting of rights. Philosophical and cultural medi-
tations upon questions of artificial personhood, machinic consciousness, 
and robot autonomy such as that in Time magazine announce the advent of 
what we term in this book technoliberalism by asserting that in the current 
moment, the category of humanity can be even further expanded to poten-
tially include artificial persons. According to Hartman, under liberalism, 
the “metamorphosis of ‘chattel into man’ ” occurs through the production 
of the liberal individual as a rights-bearing subject.21 However, as Hartman 
elaborates, “the nascent individualism of the freed designates a precarious 
autonomy since exploitation, domination, and subjection inhabit the vehicle 
of rights.”22

Autonomy and consciousness, even when projected onto techno-objects 
that populate accounts of capitalist futurity, continue to depend on a racial 
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relational structure of object and subject. We describe this symbolic or-
dering of the racial grammar of the liberal subject the “surrogate human 
effect.” As technology displaces the human chattel-turned-man with man-
made objects that hold the potential to become conscious (and therefore 
autonomous, rights-bearing liberal subjects freed from their exploitative 
conditions), the racial and gendered form of the human as an unstable 
category is further obscured. Technoliberalism’s version of universal hu-
manity heralds a postrace and postgender world enabled by technology, 
even as that technology holds the place of a racial order of things in which 
humanity can be affirmed only through degraded categories created for 
use, exploitation, dispossession, and capitalist accumulation. As Lisa Lowe 
articulates, “racial capitalism suggests that capitalism expands not through 
rendering all labor, resources, and markets across the world identical, but 
by precisely seizing upon colonial divisions, identifying particular regions 
for production and others for neglect, certain populations for exploita-
tion, and others for disposal.”23 As we show throughout the chapters of this 
book—which range in scope from examining how technological progress 
is deployed as a critique of white supremacy since the advent of Trumpism, 
effectively masking how the fourth industrial revolution and the second 
machine age have accelerated racialized and gendered differentiation, to 
how the language of the sharing economy has appropriated socialist con-
ceptions of collaboration and sharing to further the development of capi
talist exploitation—within present-day fantasies of techno-futurity there 
is a reification of imperial and racial divisions within capitalism. This is 
the case even though such divisions are claimed to be overcome through 
technology.

Surrogate Humanity contends that the engineering imaginaries of our 
technological future rehearse (even as they refigure) liberalism’s produc-
tion of the fully human at the racial interstices of states of freedom and 
unfreedom. We use the term technoliberalism to encompass the techniques 
through which liberal modernity’s simultaneous and contradictory obses-
sion with race and its irrelevance has once again been innovated at the 
start of the twenty-first century, with its promises of a more just future 
enabled by technology that will ostensibly result in a postrace, postlabor 
world. This is also a world in which warfare and social relations are per-
formed by machines that can take on humanity’s burdens. Technological 
objects that are shorthand for what the future should look like inherit 
liberalism’s version of an aspirational humanity such that technology now 
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mediates the freedom–unfreedom dynamic that has structured liberal fu-
turity since the post-Enlightenment era. Put otherwise, technoliberalism 
proposes that we are entering a completely new phase of human eman-
cipation (in which the human is freed from the embodied constraints of 
race, gender, and even labor) enabled through technological development. 
However, as we insist, the racial and imperial governing logics of liberal-
ism continue to be at the core of technoliberal modes of figuring human 
freedom. As Ruha Benjamin puts it, “technology . . . ​is . . . ​a metaphor for 
innovating inequity.”24 To make this argument, she builds on David Theo 
Goldberg’s assessment of postraciality in the present, which exists “today 
alongside the conventionally or historically racial. . . . ​In this, it is one with 
contemporary political economy’s utterly avaricious and limitless appetites 
for the new.”25 Yet amid assertions of technological newness, as Benjamin 
demonstrates, white supremacy is the default setting.

Technoliberalism embraces the “post”-racial logic of racial liberalism 
and its conception of historical, economic, and social newness, limiting 
the engineering, cultural, and political imaginaries of what a more just and 
equal future looks like within technological modernity. As we propose, 
race and its disciplining and governing logics are engineered into the form 
and function of the technological objects that occupy the political, cultural, 
and social armature of technoliberalism. Rather than questioning the epis-
temological and ontological underpinnings of the human, fantasies about 
what media outlets commonly refer to as the revolutionary nature of tech-
nological developments carry forward and reuniversalize the historical 
specificity of the category human whose bounds they claim to surpass.

Our book addresses not just how technologies produce racialized popu-
lations demarcated for certain kinds of work, but also how race produces 
technology in the sense that it is built into the imaginaries of innovation 
in engineering practice.26 To do so we build on and expand on the work of 
scholars like Wendy Chun and Beth Coleman, who have proposed thinking 
about race as technology. Chun demonstrates that conceptualizing race as 
a technology (not as an essence, but as a function) lets us see how “nature” 
and “culture” are bound together for purposes of differentiating both liv-
ing beings and things, and for differentiating subjects from objects.27 This 
formulation allows us to trace the conceptual origins of race as a politi
cal category rooted in slavery and colonialism that has enduring legacies 
(both in terms of classifying people and in terms of inequities). Similarly, 
Beth Coleman argues that conceptualizing race as a technology highlights 



Introduction  [15]

the productive work that race does (as a tool, race can in some contexts 
even be seen to work in ways that are separable from bodies).28 While 
such reconceptualizations of race as a category are valuable, they do not 
fully account for race as the condition of possibility for the emergence of 
technology as an epistemological, political, and economic category within 
Euro-American modernity. As such, technology undergirds the produc-
tion of the human as separate from the machine, tool, or object. Technol-
ogy is a racial category in that it reiterates use, value, and productivity as 
mechanisms of hierarchical differentiation and exploitation within racial 
capitalism.

Our focus on race and gender, and freedom and unfreedom, within the 
technoliberal logics that configure the aspirational temporality of feeling 
human in the twenty-first century brings a critical race and ethnic stud-
ies perspective to the imaginary of historical progress that pins hopes for 
achieving universal human freedom on technological development. De
colonial thought, critical race studies, and feminist science studies, each of 
which has differently engaged post- and antihumanism to extend an analy
sis of the vitality and agency of objects and matter to problematize the cen-
trality of modern man in the field of the political, can thus productively 
be put into dialogue as a starting point for theorizing technology begin-
ning with difference. According to Alexander Weheliye, “the greatest con-
tribution to critical thinking of black studies—and critical ethnic studies 
more generally . . . ​[is] the transformation of the human into a heuristic 
model and not an ontological fait accompli.”29 Weheliye argues that, given 
developments in biotechnology and informational media, it is crucial to 
bring this critical thought to bear upon contemporary reflections on the 
human.30 As is well known, eighteenth- and nineteenth-century European 
colonialism, a structure that instituted a global sliding scale of humanity 
through scientific notions about racial differences and hierarchies, un-
dergirded systematic enslavement and subjugation of nonwhite peoples 
to advance European capitalism and the industrial revolution. Developed 
alongside and through the demands of colonialism, this scale designated 
a distinction among human beings, not just between humans and ani-
mals, such that humanity was something to be achieved.31 Decolonization, 
Frantz Fanon wrote, is in this respect “quite simply the replacing of a cer-
tain ‘species’ of men by another ‘species’ of men.”32 At stake in the Fanonian 
concept of decolonial revolution is the reimagining of the human–thing 
relation as a precondition for freedom. This is precisely the relation that 
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the techno-revolutionary imaginary scaffolding technoliberalism fails to 
reenvision. This failure is due in part to the fact that, at the same time that 
colonialism was without a doubt a project of dehumanization, as scholars 
like David Scott and Samera Esmeir show, European colonialism through 
its discourses of technological innovation, progress, and civilization also 
aimed to “humanize” racialized others.33

Engineering imaginaries about technological newness that propose to 
reimagine human form and function through technological surrogates 
taking on dull, dirty, repetitive, and reproductive work associated with ra-
cialized, gendered, enslaved, indentured, and colonized labor populations 
thus inherit the tension between humanization and dehumanization at the 
heart of Western European and US imperial projects. On the one hand, 
there is a fear that as technologies become more proximate to humans, in-
serting themselves into spheres of human activity, the essence of humanity 
is lost. On the other hand, the fantasy is that as machines take on the sort 
of work that degrades humans, humans can be freer than ever to pursue 
their maximum potential. As we postulate, this tension arises because even 
as technoliberalism claims to surpass human raced and gendered differen-
tiation, the figuration of “humanity” following the post- of postracial and 
postgender brings forward a historically universalizing category that writes 
over an ongoing differential achievement of the status of “the human.”

In contrast to speculative writing that recent developments in robotics 
and ai can liberate humanity by ending the need for humans to perform 
degraded, dull, dirty, or repetitive tasks, decolonial and critical race schol-
ars such as Sylvia Wynter first ask who or what falls into and out of the 
category of human, signaling that the human as a shifting and disciplin-
ing category continues to be profoundly racialized, and only then poses 
the question of what sorts of redescriptions of the human are necessary 
to conceive of what comes “after Man.” To paraphrase Wynter, in order to 
wrest a new figure of the human (or, less ambitiously, a new human po-
tentiality) from the epistemological break that follows from the techno-
revolution, we must unmake the world in its current descriptive-material 
guise.34 Wynter’s call for redescribing the human after-Man as an ontologi-
cal problem points to the coexistence of the world of the humanist subject 
(Man) with those other worlds forcibly written upon by colonial practices 
that continue outside/alongside it.35 To get at the problem of how the 
category of the human is constituted through material histories of differ-
ence, Donna Haraway rejects “human exceptionalism” and instead centers 
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the “encounter” between humans and nonhumans and between subjects 
and objects, as constitutive of who and what is encountered.36 Similarly, 
when the material world is viewed through Karen Barad’s analytic of intra-
activity,37 the centrality of the liberal human subject can be suspended. The 
historically conditioned (racialized and gendered) nature of subject–object 
and human–thing encounters, we argue, is precisely what technoliberal 
imaginaries overwrite through an emphasis on the seeming neutrality and 
rationality of technoliberal futurism.

The Enchanted Future of Technoliberal Modernity  
and the Racial Conditions of Freedom

As we have proposed thus far, a core aspect of the surrogate effect as the 
racial grammar of technoliberalism is the articulation of progress tethered 
to present-day technologies, including their “intelligence,” internetwork-
ing, and engineering. Terms that mark our ostensibly new technological 
epoch, such as fourth industrial revolution and the second machine age, 
posit our economic arrangements and social infrastructures as nothing 
short of revolutionary—that is, entirely different from those that led to the 
first industrial revolution and earlier moments of automation. Smart in-
ternetworked objects like the Roomba self-directing vacuum cleaner, pre-
scription pill bottles that automatically order refills when their volume gets 
low, or umbrellas that light up with the prediction of rain, seem to intuit 
human needs. They are imagined to promise a future in which animate 
objects manage the dull work of reproducing daily existence.38 mit Media 
Lab instructor and entrepreneur David Rose has termed such technologies 
“enchanted objects.”

The desire for technological enchantment, that is, for animate and 
“intelligent” technological objects that perform degraded and devalued 
tasks to uphold the freedom of the liberal subject, perpetuates the sur-
rogate effect of technoliberalism, erasing the ongoing ways in which the 
colonial structures of racialized and gendered exploitation that enable 
the feeling of being human produce the desire for enchanting technology. 
Throughout the chapters of Surrogate Humanity, we dwell on the tension 
between economic and technological rationality, the hallmarks of politi
cal and economic liberalism, and the engineering and cultural imaginar-
ies that seek to reenchant our technological modernity through machines, 
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platforms, and apps whose magic is to remove human exploitation from 
the frame. Put otherwise, the technoliberal fantasy of a reenchanted secu-
lar and rational world is one made magic through technologies that can 
be completely controlled by humans, yet these same technologies bypass 
human thought and labor, thereby seeming to overcome the historical, 
economic, and imperial legacies that create categories of objects and 
people as needed, desired, valuable, or disposable. Enchanting the object 
precludes the possibility of recognizing the racialized and gendered scaf-
folding of racial capitalism and of an attendant antiracist politics. A de-
sire for enchanted objects extends from European-derived fairy tales and 
Disney’s animated films such as Fantasia (“The Sorcerer’s Apprentice,” 
figure i.3) and Cinderella, in which ensorcelled wash pails, dust brooms, 
and pumpkins free the apprentice and the orphan from their toils, to con
temporary Euro-American fictional texts, including Harry Potter and Lord 
of the Rings, that feature extraordinary objects like swords that anticipate 
the enemy.39 These fantasies are about emancipation from manual, repeti-
tive, and unimaginative labor by turning the tools of work into the worker 
as pails and brooms (or the modern-day Roomba) move on their own. 
They thus extend the history of the autonomous subject whose freedom is 

Figure I.3. Enchanted broom from Disney’s 1940 film Fantasia.
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in actuality possible only because of the surrogate effect of servants, slaves, 
wives, and, later, industrial service workers who perform this racialized and 
gendered labor (see figure i.4).

Technological enchantment seeks to overcome a sense of disappoint-
ment in the limitations of the human as a biological being embedded in 
a rational-secular-scientific society. In this future imaginary, human con-
sciousness shifts vis-à-vis the technical enchantment of objects, animate and 
artificially intelligent, rather than as a result of political transformations.

The “smartness” of smart objects brings artificial intelligence to the cen-
ter of the enchantment of technology. The question “What is intelligence?” 
undergirds the desire for the enchantment of technological modernity via 
humanlike, but not quite human, objects, and is informed by the history of 
debates and developments in artificial intelligence since the middle of the 
twentieth century. In the seminal 1961 article “Steps toward Artificial In-
telligence,” Marvin Minsky, the cognitive scientist and cofounder of mit’s 
Artificial Intelligence Laboratory, argued that “intelligence seems to denote 
little more than the complex of performances which we happen to re
spect, but do not understand.”40 For Minsky, the fact that human beings do 
not understand intelligence did not mean that machines could not think. 
Rather, Minsky argued that when machines are equipped with inductive 

Figure I.4. “Enchanted Objects: Organizing the Internet of Things by Human Desires.” 
Poster by Jean-Christophe Bonis.
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reasoning and a model of the universe, “or an ensemble of universes, and a 
criterion of success,” the problem of intelligence becomes technical rather 
than philosophical.41

In Minsky’s model universe in which artificially intelligent creatures 
act, the creatures’ self-representation depends upon and reiterates a Car-
tesian mind–body split. Minsky explains that “our own self-models have a 
substantially ‘dual’ character; there is a part concerned with the physical or 
mechanical environment . . . ​and there is a part concerned with social and 
psychological matters. It is precisely because we have not yet developed a 
satisfactory mechanical theory of mental activity that we have to keep these 
areas apart.”42 Given these models, even a robot, when asked “what sort of 
being it is,” must respond “by saying that it seems to be a dual thing—which 
appears to have two parts—a mind, and a body.”43 In this sense, Minsky’s 
proposition is in line with what N. Katherine Hayles has argued in relation 
to the post–World War II history of informatics and cybernetics, namely that

the erasure of embodiment is a feature common to both the liberal 
humanist subject and the cybernetic posthuman. Identified with the 
rational mind, the liberal subject possessed a body but was not usually 
represented as being a body. Only because the body is not identified 
with the self is it possible to claim for the liberal subject its notori-
ous universality, a claim that depends on erasing markers of bodily 
difference, including sex, race, and ethnicity. . . . ​To the extent that 
the posthuman constructs embodiment as instantiation of thought/
information, it continues the liberal tradition rather than disrupts it.44

In contrast to the work in artificial intelligence by Minsky, the roboticist 
and former director of the mit Artificial Intelligence laboratory, Rodney 
Brooks, made the body of the robot central to intelligence. In Brooks’s ver-
sion, the enchantment of the technological object is made manifest because 
the robot’s physical presence in the world allows it to learn without human 
programming. In other words, the “magic” of the robot is that it can learn 
without human intervention. In Brooks’s own words, “for a machine to be 
intelligent, it must draw on its body in that intelligence.”45 This version of 
technological smartness makes the physical form of the robot primary. To 
accomplish this, Brooks’s engineering took a radically different turn from 
traditional robotics research in the 1980s when he took the cognition box 
out of his robots.46 The cognition or computational box, what had been 
thought of as “the heart of thinking and intelligence” in a robot, served the 
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purpose of instructing the machine in “what computations it should do, 
and how much feedback should go into the perceptual process and come 
from the motor process.”47 As Brooks writes in Flesh and Machines, leaving 
out the cognition box so that the machine would exclusively focus on sens-
ing and action left out what was traditionally thought of as “intelligence” 
in ai.48 He explains that it is not that he was “giving up on chess, calculus, 
and problem solving as part of intelligence” by leaving out the cognition 
box; rather, his “belief at the time, and still today, is that [these sorts of in-
telligence actually] arise from the interaction of perception and action.”49

Whereas computer intelligence without a body marks one mode of en-
chanting technology that removes the human, in Brooks’s version of what 
defines a robot, the human is once again removed, here in the sense that 
the programmer is removed and the robot (as if enchanted) can learn on its 
own through moving around the world and perception. Brooks’s students, 
including Cynthia Breazeal, whose work we discuss in detail in chapter 4, 
go so far as to explicitly remark that robots are magic.50 Science and tech-
nology studies (sts) scholar Lucy Suchman persuasively establishes that 
in the history of sociable robotics emblematized by Brooks and Breazeal, 
ideas about “the world” and the bodies that move around in that world 
are given, and that, therefore, “the world” is seen as a fixed and pre-given 
entity.51 Removing the human from public accounts of how robots move 
about and act in the world reaffirms autonomy and rational agency as the 
two key attributes of personhood, which are culturally specific to post-
Enlightenment Europe.52 Suchman reminds us that it is only when human 
labor and its alignments with nonhuman components are made invisible 
that a seemingly autonomous technology can come to exist.53

The desire for enchanted “smart” technologies (both embodied and dis-
embodied) points to the desire for objects to perform the surrogate effect 
that reaffirms post-Enlightenment conceptions of human autonomy, and 
therefore freedom, as separate from “things” that are intended for pure use. 
It is in this mode that the enchanted object allows the liberal subject to feel 
human. Hortense Spillers details the history of how the liberal subject of US 
racial capitalism realizes its freedom only through its desire for the “irre-
sistible, destructive sensuality” of the captive body.54 Spillers explains that 
the captive body is defined by externally determined “meaning and uses.” 
Sex robotics engineering, discussed in the epilogue, provides an illustrative 
example of this desire. “Silicone Samantha,” a prototype sex robot being 
developed by RealBotix, can be controlled by users shifting between more 
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and less sexually responsive modes. RealBotix plans to “enhance user plea
sure” through the robotic simulation of reciprocity, desire, and pleasure 
(orgasm). The desire for an enchanted object of sexual satisfaction reminds 
us of the historical imprint of that desire tracked in Spillers’s analysis of the 
mark of racial slavery upon the liberal subject. The freedom of this subject 
conditions it to desire a subjectless “other” who “embodies sheer physical 
powerlessness.”55 The imprint is a desire that knows its own freedom only 
through the complete domination of the object of its pleasure, even when, 
and perhaps especially when, that body can simulate what is in fact an 
inscrutable, because dominated, pleasure or reciprocity.

The technoliberal desire driving the development of sex robotics moves 
the ordering of things that occurs through historical structures of racialized 
desire into the realm of engineering imaginaries, enacting the surrogate ef-
fect of technology as the racial grammar of technological enchantment. 
Michel Foucault’s History of Sexuality and The Order of Things elaborate 
how the ordering of modernity occurs through the reification of categories 
through which subjects and knowledge are ordered, with desire being one 
of the principles organizing the subject. Ann Laura Stoler has shown how 
colonialism folded racialized structures of desire and power between colo-
nizers and the colonized into the gendered domestic sphere.56 Technolib-
eral desire extends these structures into the sphere of a growing technical 
infrastructure of robotics, algorithms, platforms, and interfaces examined 
in this book.

Contrary to bringing about a seemingly enchanted world in which ab-
stract equality and the end of human exploitation have been achieved as 
the result of technological development, new technologies that automate 
not just industry, but desire and emotion, further shroud the racial and 
gendered dynamics that have historically obscured the physical and affec-
tive work involved in supporting the production of the fully human subject. 
Moreover, technological modernity has historically ramped up production 
and the need for more workers whose labor has been devalued due to auto-
mation, as, for instance, in twentieth-century agribusiness.57 We thus agree 
with feminist and critical race scholars of sts like Banu Subramaniam and 
Rebecca Herzig, among others, who insist that what is needed today is an 
exploration of the ways in which geopolitical and economic shifts demand 
a grappling with new subjects of labor, including, for instance, nonagential 
labor, animal and nonhuman labor, and metaphysical labor, which remain 
unrecognized as laboring subjects in current scholarly and public discus-
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sions about the future of work.58 At the same time, we point throughout 
the book to the limits of the category of labor as a politics of recognition 
and visibility to fully disrupt technoliberal logics, as we also do with the 
subject categories produced by rights and property.

Dissident Technologies and the  
Disruption of Technoliberal Enchantment: Our Itinerary

Dominant techno-utopic imaginaries direct funds and structure engineer-
ing research labs around the world, and therefore also impact the distri-
bution of differential conditions of comfort versus misery in the present 
along vectors of race, gender, class, and other social hierarchies. The sur-
rogate human effect explains how difference continues to inform what 
subjects become legible as human through technology design imaginaries 
that respond to market values by focusing on innovating and improving, 
rather than challenging, social and cultural structures and processes that 
are predicated by categories of gendered racial hierarchy. To this end, Denise 
da Silva offers the concept of “knowing (at) the limits of justice,” a practice 
that “unsettles what has become but offers no guidance for what has yet to 
become.”59 To insist on “knowing at the limits” of representational catego-
ries of difference, we must ask: If the predominant fantasies of systemic so-
cial change in mainstream Euro-American public discourse dwell upon the 
techno-utopics of a world in which all of those who are already human and 
already subjects ascend into the realm of those whose lives are supported 
by “human-free” or “unmanned” technological infrastructures of service 
(whether in factories, in the military, or in the nursing home), then how 
do we think about the relationship of new technologies to possible fields of 
political protest or action?

The dissident technological imaginaries we include in each chapter 
take up categories that challenge those of technoliberal capitalism and its 
projected futures. We read these design imaginaries as exploring the pos-
sibilities of technology to break from historically sedimented dynamics of 
freedom and unfreedom woven into the fabric of technological moder-
nity. In addition to offering critique, each chapter thinks through how such 
design imaginaries can push at the limits of what is possible, disrupting 
the confining notions of (technoliberal capitalist) possibility housed in the 
engineering imaginaries we critique. We explore these questions through 
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juxtaposing engineering imaginaries that embrace the surrogate effect, 
thereby advancing the infrastructure of technoliberal futures, with imagi-
naries that do not.

Using examples of robotic technologies intended to replace human bodies 
and functions from the early twentieth century to the present day, the first 
chapter foregrounds the postlabor and postrace imaginary of present-day 
“technoliberalism” as a reinvigoration of the historical imbrications of lib-
eralism and fascism—the twin pillars of US economic, social, and geopo
litical supremacy. Rather than posit a break between the liberal and fascist 
logics of automation, we insist on their codependence. We survey the ways 
in which automation in both the liberal-capitalist and totalitarian-fascist 
bents depends upon a fantasy of robotics tied to the history of racial slavery 
and the myth of a worker who cannot rebel. We track this foundational fan-
tasy through Cold War discourses of automation as mediating the distinc-
tion between democratic liberalism and totalitarianism as the prehistory of 
contemporary discourses around robotics and white loss in the era of the 
Trump presidency.

Building on our analysis of how liberalism and fascism have deployed 
and constructed fantasies of the fully human through and against capitalist 
logics of automation, the second chapter turns to present-day technoliber-
alism’s appropriation of socialist imaginaries of the commons, sharing, and 
collaboration. These three terms have become the buzzwords used to de-
scribe the economic transformations marking the so-called fourth indus-
trial revolution and second machine age. While making claims to radical 
shifts toward an economy where commodities can be shared, and where 3d 
printers can even lead to the end of capitalism as we know it, as we argue, 
such technoliberal progress narratives in fact mask the acceleration of ex-
ploitation under the conditions of racial capitalism. Critiquing such ap-
propriative moves in collaborative robotics, the sharing economy, and the 
creative commons, we also read alternate genealogies and visions of collab-
oration, sharing, and technology in collectivist and decolonial feminisms.

In the next chapter, we extend this discussion of the acceleration of 
exploitation by turning our attention to the ways in which claims that tech-
nology is displacing human labor invisibilize the growing workforce of ca-
sualized and devalued laborers performing tasks that we are encouraged to 
imagine as performed for us by robots and ai. Addressing the relationship 
between service and the promises of technoliberal futurity, we assess how 
present-day disappearances of human bodies take place through platforms 
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specifically designed to disguise human labor as machine labor. Focusing 
on the labor politics, design, and infrastructures of service, we argue that 
platforms like Alfred and Amazon Mechanical Turk enact the surrogate 
effect for consumers through the erasure of human workers. Consumers 
therefore consume the assurance of their own humanity along with the 
services provided.

Following from this discussion of the erasure of the potential physical and 
social encounter between worker and consumer through digital platforms, 
chapter 4 turns to robots that are designed to take up a different kind of 
social relation with the human: so-called sociable emotional robots. We 
argue that machine sociality preserves the effect of human uniqueness, as 
the social function of the robot is continually reduced to service performed 
through the correct display of obeyance and eager responsiveness to human 
needs. Focusing on the robot Kismet, which is considered the first sociable 
emotional robot, we draw attention to the imperial and racial legacies of 
a Darwinian emotion-evolution map, which was the model for Kismet’s 
emotional drives. We analyze how sociable emotional robots are designed 
as a mirror to prove to us that the apex of human evolution, resulting from 
these racial legacies, is the ability to perform the existence of an interior 
psyche to the social world.

The next two chapters continue the discussion of service, human–
machine relations, and the technoliberal racial engineering of robotics in 
the automation of warfare. Chapter 6 addresses drones (semiautonomous 
weapons) and so-called killer robots (autonomous lethal weapons) as tech-
nologies that conjure the dangerous specter of machine autonomy in US 
public debates about the potential threat to humanity posed by ai. This 
chapter contends with the configuration of autonomy within military tech-
nologies that produces killable populations as “targets,” and builds on post-
Enlightenment imperial tools of spatial and temporal command to refigure 
contemporary warfare as “unmanned.” We assert that both autonomous 
and semiautonomous weapons are in fact not “unmanned,” but cobots, in 
the sense that they are about human–machine coproduction. The chapter 
thus problematizes conceptions of autonomy that at once produce myths 
of unmanned warfare and the racialized objecthood tethered to servitude 
within technoliberalism.

The final chapter elaborates our analysis of how speculation about the 
future of lethal autonomous weapons engenders present-day fears around 
machine autonomy in ways that continue to conceive historical agency in 
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relation to the racialized inheritances defining objecthood, property, and 
self-possession. We argue that the killer robot is a technology that enables 
a description of what it means to feel human within technoliberal impe-
rialism. To do so, we turn to attempts by human rights organizations and 
ngos to ban killer robots (autonomous weapons that could make decisions 
about taking human life without human oversight). These groups argue 
that killer robots are a human rights violation in the future tense, since 
fully autonomous lethal weapons are not currently operational in the field 
of war. Against the specter of the killer robot as an a priori human rights 
violation, humanity is rendered as the capacity to feel empathy and rec-
ognize the right to life of killable others, while reifying the human as the 
rights-based liberal subject.
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